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Abstract
Objective—Brain-computer interface (BCI) technology can provide severely disabled people with
non-muscular communication. For those most severely disabled, limitations in eye mobility or visual
acuity may necessitate auditory BCI systems. The present study investigates the efficacy of the use
of six environmental sounds to operate a 6×6 P300 Speller.

Methods—A two-group design was used to ascertain whether participants benefited from visual
cues early in training. Group A (N=5) received only auditory stimuli during all 11 sessions, whereas
Group AV (N=5) received simultaneous auditory and visual stimuli in initial sessions after which
the visual stimuli were systematically removed. Stepwise linear discriminant analysis determined
the matrix item that elicited the largest P300 response and thereby identified the desired choice.

Results—Online results and offline analyses showed that the two groups achieved equivalent
accuracy. In the last session, eight of ten participants achieved 50% or more, and four of these
achieved 75% or more, online accuracy (2.8% accuracy expected by chance). Mean bit rates averaged
about 2 bits/min, and maximum bit rates reached 5.6 bits/min.

Conclusions—This study indicates that an auditory P300 BCI is feasible, that reasonable
classification accuracy and rate of communication are achievable, and that the paradigm should be
further evaluated with a group of severely disabled participants who have limited visual mobility.

Significance—With further development, this auditory P300 BCI could be of substantial value to
severely disabled people who cannot use a visual BCI.
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1. Introduction
Brain-computer interface (BCI) technology can provide severely disabled people with non-
muscular communication (Wolpaw et al., 2002). Several different electroencephalographic
(EEG) brain signals can be used to operate a BCI. The approach presented here uses the P300
event-related potential (ERP). The P300 is an ERP component that appears as a positive
deflection over central and parietal scalp areas approximately 300 ms after the presentation of
a rare or salient stimulus. The stimulus can be visual, auditory, or somatosensory. The P300 is
an innate response, representing processing activities of stimuli and their context (Sutton et al.,
1965).

The P300 speller, first described by Farwell and Donchin (1988), uses P300 responses to choose
letters from a matrix presented on a computer screen. This visual P300 speller paradigm is well
established and provides reasonable control for a BCI (Donchin et al., 2000; Serby et al.,
2005; Allison & Pineda, 2003; Krusienski et al., 2006; Sellers et al., 2006; Hoffmann et al.,
2008). It allows the participant to write words and sentences. The operating principle behind
the P300 speller is the oddball paradigm (OP), in which target and non-target stimuli are
presented in a random series. The participant is then instructed to attend to the target stimulus,
which is presented infrequently, and to ignore the non-target stimuli which are presented
frequently (Fabiani et al, 1987). The target stimulus elicits a P300 response that can be reliably
detected in the EEG (reviewed in Polich, 2007).

The P300 speller is a modified OP. The participant is presented with a 6×6 matrix that includes
36 characters. The individual rows and columns flash in rapid succession. The participant’s
task is to communicate a specific character by attending to that character and counting the
number of times it flashes. The flash of the row or column that contains the desired character
elicits a P300 response. By determining which row and which column elicit a P300, the BCI
can identify the character the participant wants to select. Counting the number of flashes helps
to keep the participant’s attention focused on the task.

However, many people with disabilities, including people with late-stage amyotrophic lateral
sclerosis (ALS), are unable to maintain gaze. A number of studies report that individuals with
ALS can have impaired eye movements and slowing of saccades (Averbuch-Heller et al.,
1998; Jacobs et al., 1981; Ohki et al., 1994; Szmidt-Salkowska and Rowinska-Marcinska,
2005). Further, individuals with late stage ALS may develop locked-in syndrome (LIS).
Individuals with LIS lose all volitional muscle control with the exception of horizontal eye
movement. These individuals may eventually enter the totally locked in state (TLIS), where
eye muscles are completely paralyzed, and all communication is lost (Harvey et al., 1979;
Hayashi and Kato, 1989; Cohen and Caroscio, 1983), while presumably, cognition remains
largely intact (Laureys et al., 2004). A BCI system that depends on auditory stimuli may
circumvent these visual problems. The current study uses auditory stimuli (Hillyard et al.,
1973) to operate the P300 BCI speller.

Recently, several auditory BCI paradigms have been described (Farquhar et al., 2008; Furdea
et al., 2009; Hill et al., 2005; Nijboer et al., 2008b; Pham et al., 2005; Sellers and Donchin,
2006). The major limitation of six of these paradigms is that they provide no more than 2–4
alternative choices per trial. In response to this limitation, we designed a paradigm that uses
auditory stimuli to operate a 6×6 P300 speller, thereby increasing the number of choices per
trial to 36. Recently, Furdea et al (2009) examined a similar approach, where each row or
column of a 6 × 6 matrix was coded with the words 1–12. These words were presented as
auditory stimuli. Within the same experimental session, the authors compared each user’s
performance using an auditory paradigm and a visual paradigm (or standard P300 speller). The
user’s task was to spell the 10-letter word “brainpower.” Furdea et al (2009) found lower
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accuracy in the auditory modality than in the visual modality. The current results confirm and
extend these findings with a 36-choice matrix.

The current study had two goals. The first goal was to demonstrate that people can use an
auditory P300-based BCI to make accurate selections at a rate faster than those previously
reported. The second goal was to determine if the addition of visual cues early in training would
affect final performance. We compared a total of 11 experimental sessions for each of 10 users,
where each session consisted of between 16 and 42 character selections. In the current study,
there were two groups of five. Group A received only auditory stimuli. Group AV initially
received simultaneous auditory + visual stimuli, and then the visual stimuli were gradually
withdrawn until only the auditory stimuli remained.

2. Methods
2.1 Participants

The study enrolled ten volunteer participants (four women and six men) who were modestly
compensated for participation. Age ranged from 22 to 68 years (mean=47, SD=16.72). None
of the participants had previously participated in a BCI study or had neurological, visual, or
auditory impairments. The study was approved by the New York State Department of Health
Institutional Review Board, and each participant gave informed consent prior to the first
experimental session.

2.2 Data acquisition and processing
EEG was recorded using a standard clinical 64-channel electrode cap (Electro-Cap
International, Inc.) referenced to the right earlobe and grounded to the right mastoid. The EEG
signals were amplified with an SA Electronics amplifier, band-pass filtered between 0.1 Hz
and 50 Hz, and digitized at a rate of 256 Hz. Impedances between the cap electrodes and the
reference electrode did not exceed 5 kΩ. The P300 speller was implemented using the BCI2000
software platform (Schalk et al. 2004). Matlab 7.0 was used for offline signal processing.

2.3 Experimental paradigm
The participant sat in a reclining chair facing a monitor and two speakers all placed 1.5 m away.
The 6×6 square matrix (18.29 cm in height and width) was displayed in the center of the 19-
inch screen (Figure 2). The matrix contained the 26 letters of the English alphabet, the numbers
1–9, and a backspace button. Character size was 2.43 cm H × 2.81 cm W, with equal vertical
and horizontal distances between the center of adjacent characters. An auditory P300 speller
may be more difficult to use than the standard visual version because it requires mapping sounds
to matrix items. Thus, we used a two-group design to ascertain whether participants would
benefit from visual cues early in training. The two-group design also allowed us to examine
the possibility of interference between the auditory and visual modalities. Each participant was
randomly assigned to one of the two experimental groups. Group A, the auditory-only group
(N=5), watched a static character matrix on the screen and received auditory stimuli only.
Group AV, the auditory + visual group (N=5), watched the character matrix on the screen and
received concurrent auditory and visual stimuli. In the AV Group, the visual stimuli were then
gradually removed, as described below.

The standard P300 6×6 matrix paradigm (Donchin et al., 2000; Sellers et al., 2006) was
modified to simplify the task. While the standard paradigm flashes the columns and rows in a
mixed random order, the current study presented the columns and rows separately. First, the
six columns were presented a pre-defined number of times in random order, and then the six
rows were presented a pre-defined number of times in random order. Six environmental sounds
(bell, bass, ring, thud, chord, buzz) were used to represent the six columns and six rows, with
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each sound corresponding to a particular row and to a particular column. The auditory stimuli
were presented via two speakers for 110 ms at constant volume. The six environmental sounds
were easily distinguished from one another, and showed comparable spectral envelopes. In the
auditory + visual condition, the corresponding row or column was flashed simultaneously with
the presentation of the auditory stimuli for the same duration. Each auditory or visual stimulus
was presented for 110 ms and stimulus offset was 390 ms, so that the inter-stimulus interval
was 500 ms (Fig. 1).

Prior to the start of the experiment, participants were given both written and oral instructions.
The participant’s task was to attend to the sound that represented the column or row of the item
designated by the experimenter and to ignore the other sounds. The task was explained and
demonstrated using a PowerPoint slide show and any remaining questions were answered
verbally by the experimenter. Before the beginning of the first session, one or more test runs
were performed to ensure that each participant fully understood the task.

Figure 2 illustrates the task. The characters to be selected, the targets, are presented above the
matrix. in this case the targets are “A” and “W”. In this example, the participant has already
correctly selected the letter “A.” Thus, a second “A” is displayed in the feedback field directly
under the target. In Figure 2A, when the column containing the letter “W” is to be selected,
the participant can select the correct column by attending to the “chord” sound. To simplify
the task, the word “chord” is displayed next to the target character “W.” During each column
selection (e.g., chord), the six stimuli were presented in a randomized block design (i.e., in
randomized sequences) a predefined number of times. In each sequence of sounds, each sound
was only presented once. Then, after a 2-second pause, the name of the sound (e.g., chord)
printed on the screen changed to the appropriate row stimulus (e.g., thud), as indicated in Figure
2B. In the subsequent set of stimuli (Figure 2B), when a row is to be selected, the participant
attends to the “thud” sound to select the row containing the letter “W.” Again, the word “thud”
is presented next to the target character “W,” so that there is no need to remember the
corresponding sounds.

All six auditory stimuli were presented once without replacement in each stimulus-presentation
sequence. During the first session, there were eight sequences for each column selection,
followed by a two-second pause, followed by eight sequences for a row selection. Thus, one
selection presented a total of 96 stimuli (48 for columns and 48 for rows). Following all 16
sequences, the BCI chose the column and row that produced the highest classification
coefficients (described below). That is, on correct trials, the BCI selected the character to which
the participant was attending.

All participants completed 12 experimental sessions over a 4–6 week period. Each session
lasted 60 minutes including set-up and clean-up time. The first session consisted of 8 runs of
2 selections each for a total of 16 selections. Data from the first session were used to develop
classification coefficients applied during subsequent sessions. The results describe the
remaining 11 sessions.

Participants did not receive classification feedback during the first experimental session. The
first session (Session 0) was used to collect data to train a classifier (described below). In the
subsequent 11 sessions, classification feedback was provided to the participant after each
character selection. At the beginning of each session, the task and sounds were reintroduced
using PowerPoint slides.

As already mentioned, participants did not need to remember the positions of the sounds or
characters because the names of the target sounds corresponding to the target characters were
presented next to the target characters above the matrix (Fig. 2). However, to determine if the
participants were memorizing the sound-to-target character relationship, they were asked
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before and after sessions 2–12, to write down the sounds corresponding to the columns and
rows of the matrix. All of the participants were able to correctly recall the corresponding
column and row sounds after one or two sessions. However, we do not have data from the
beginning of the experiment because we started this protocol after some initial sessions had
been conducted. However, it is clear that the columns and rows corresponding to the sounds
were easily remembered.

For Group AV, the visual stimuli (i.e., the flashing of the rows and columns) were presented
in all runs in Sessions 1 and 2. Beginning in Session 3, visual stimuli were gradually and
systematically removed according to the protocol shown in Table 1. In Session 3, visual stimuli
were presented in 75% of the runs of the session; in subsequent sessions, the percentage
decreased by 12.5% each session so that in Sessions 9–11 only auditory stimuli were presented
(see Table 1). Overall, Group AV received 42.05% concurrent auditory and visual stimuli and
57.95% auditory stimuli, whereas Group A received 100% auditory stimuli.

Target characters were chosen in such a way that the sounds were approximately equally
common in each session. The chance rate to select one letter out of 36 was very low (2.8%).
Initial sessions were comprised of eight runs of two character selections. Each character
selection was comprised of 16 stimulus-presentation sequences, 8 for column selection, and 8
for row selection (48 sec/character), with a 2-sec pause between column and row stimulus-
presentation sequences, and a 3-sec pause following the first character selection. This 3-second
interval was inserted to allow the participant to orient their attention to the next character. Thus,
including the 96 sec of flashing (48 sec/character), 2 sec between the columns and rows, and
the 3 sec between each character, the first selection of the run lasted 101 seconds, and the
second lasted 99 seconds. Therefore, initial sessions consisted of eight 3.33 min runs, or 26.67
min/session. The time between successive runs was determined by the participant, but was
typically 30–60 sec. Thus, the total time per experimental session was approximately 30
minutes. When offline classification (described below) rates reached 90% accuracy or above,
the number of sequences per trial was reduced and the number of selections made was increased
accordingly. Data collection time per session was held constant at about 30 min. The purpose
of this adjustment was to define mean and maximal bit rates.

2.4 Stepwise linear discriminant analysis (SWLDA): classification coefficients
Stepwise linear discriminant analyses (SWLDA) (Draper and Smith, 1981) was used to
determine the column and row that elicited the P300 response and thereby to identify the desired
character. Several previous studies have shown that SWLDA provides a robust classifier for
P300 signals (Donchin et al., 2000; Farwell and Donchin, 1988; Krusienski et al, 2006; 2008;
Sellers and Donchin, 2006; Sellers et al., 2006). In this study, it served as the learning algorithm
to find a linear combination of features to use in a linear classifier that identified the row and
column of the item desired by the participant.

SWLDA determined the optimal linear discriminant function by adding the spatiotemporal
features of the EEG to a linear equation in a stepwise fashion. Starting with no model terms,
the feature accounting for the most unique variance was entered into the model. After each
entry to the model, a backward stepwise regression was performed to remove any variables
that no longer met the criterion to remain in the model. The entry criterion was set to a p-value
of <0.10 and the removal criterion was set to a p-value of >0.15. This process was repeated
until no additional features met the entry/removal criteria, or until a predefined number of
features were entered into the model (Draper and Smith, 1981; Krusienski, et al. 2006; 2008).
In the current study, the maximum number of features allowed in the model was 60. For each
row and column, the brain signals were time locked to the stimulus onset and averaged over
all repetitions. The row and column that provided the highest coefficient values in the linear
regression determined the selected character.
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Before the SWLDA procedure was performed, data were moving-average filtered and
decimated to 20 Hz. The response window for the analysis was 800 ms, starting at stimulus
onset. The SWLDA procedure derived coefficients from two pre-defined channel sets. Set 1
included eight channels (FZ, CZ, PZ, P3, P4, PO7, PO8 and OZ.). Krusienski et al (2008) showed
that this eight-channel, ear-referenced, subset with a moving average window, and a decimation
factor of 20 Hz provided the best performance for a group of 8 participants who performed
multiple P300 BCI sessions. Set 2 included 30 Channels (FZ, F1-F4, FCZ, FC1-FC4, CZ, C1-
C4, CPZ, CP1-CP4, PZ, P1-P4, POZ, PO3, PO4, PO7, PO8, OZ). Set 2, which included Set 1,
was chosen to determine if a different set of electrode locations would generalize to the auditory
matrix better than Set 1 (which had been optimized using the visual matrix).

Before each session, and for each channel set, the classifier was optimized using data from
previous sessions. For example, before session 5, we used all combinations of sessions 1, 2,
and 3 (i.e., 1 only, 2 only, 3 only, 1 and 2, 1 and 3, 2 and 3, and 1, 2, and 3) to determine which
set optimally classified session 4. Subsequently, we used that set for online classification of
session 5. Our rationale for generating coefficients in this manner is that it most closely
resembles the way coefficients are derived to maximize subsequent online performance. We
feel that using the last session as a test set, should, in theory, be most similar to the next
subsequent session because people are more or less likely to change from one day to the next
(e.g., progression of ALS). If we were to combine all available data and analyze it using a
leave-one-out method, the coefficients producing the highest level of classification may not
generalize very well to the next subsequent session. Offline accuracy can be affected by over-
fitting effects when data is analyzed using cross validation or leave-one-out methods. While it
is perfectly valid to use these methods in offline analyses, they do not guarantee optimal online
performance. In contrast, the offline analyses used in the present study reflect coefficients
derived a priori. Thus, in theory, they could be used online and would be expected to yield the
same results online that they did offline.

Classification coefficients for online operation were chosen prior to each session and remained
constant during the session. Offline, classification using different feature sets (i.e.,
classification coefficients) were compared to determine the best possible classification
accuracy. This best possible classification accuracy is referred to here as offline accuracy.
Often, the offline accuracy was higher than the online accuracy

For all analyses, the probability of a Type I error was maintained at 0.05. Statistical tests were
conducted using analysis of variance.

3. Results
3.1 Accuracy

Accuracy was calculated as the percentage of total correct letter selections. Figure 3 presents
accuracy for both the auditory-only condition in Group A and both the auditory and auditory-
visual conditions in Group AV for all sessions.

Accuracy between groups did not differ significantly in initial sessions (Session 1 and 2),
although Group A received auditory stimuli and Group AV received concurrent auditory +
visual stimuli, nor did it differ significantly in the final sessions (Session 10 and 11) when both
groups received auditory-only stimuli. Although the two groups were statistically equivalent
in initial and final performance, the variability among individual participants was high (Fig.
3). Because sample size was small (N=5) for each group, the group comparison should be
viewed as explorative and may not allow broader generalizations.
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Group A achieved higher accuracy in the final sessions than in the initial sessions [F1,4 =
15.011, p < 0.05], with all participants increasing their performance over sessions. In contrast,
Group AV achieved the same accuracy in initial sessions (concurrent auditory + visual stimuli)
as in final sessions (auditory-only stimuli). Looking at individual performances in Group AV,
four of five participants increased their performance both in auditory-only stimulus
presentation and in combined presentation, but all participants of Group AV reached higher
maximum accuracies in auditory + visual stimulus presentations than in auditory-only stimulus
presentations.

Variability in accuracy was high both among participants and in individual sessions for each
participant. For example, in the auditory + visual mode, the best participant of Group AV
(Participant A) achieved online mean accuracy of 95.12% (SD = 7.89) and offline mean
accuracy of 98.88% (SD = 3.18). The best participant in auditory-only mode (Participant I,
Group A) achieved online mean accuracy of 77.15% (SD = 20.33) and offline mean accuracy
of 84.25% (SD = 18.46).

Table 2 shows each participant’s performance in the last session. Online, eight of ten
participants achieved 50% or more in this session and four scored 75% or more. In the offline
analysis, all ten participants performed 50% or more, with six of them achieving 75% or more,
and four of them more than 85%. However, the last session was not necessarily the best one
for every participant. All participants except one (Participant J = 68.75%) achieved 75% or
more accuracy in their best session.

3.2 Bit rate
The number of stimulus presentation sequences (i.e., time per selection) was reduced for those
who performed well on the task. This allowed us to define mean and maximal bit rates. For all
participants, the initial session had 16 stimulus presentation sequences (total of 96 sec) per
character. If offline classification accuracy of 90% or higher was achieved, the number of
stimuli presentations per sound selection was reduced. Therefore, more characters could be
selected (i.e., more trials could occur) in the same amount of time. Depending on offline
classification accuracy, the number of stimulus presentation sequences was reduced to a
minimum of 6 sequences per character selection or 36 sec per trial. Rate of communication
(bit rate) is defined by the formula

(Wolpaw et al., 2002; Serby et al., 2005) in which B is the number of bits per decision, N is
the number of possible targets, and P is the accuracy probability. The bit rate R (in bits/min)
can be calculated by multiplying B and M, when M is the average number of decisions per
minute.

Figure 4 shows mean bit rate (+/− standard error) for the sessions of each group. It shows the
high level of variability across participants. Statistical analyses showed no differences in bit
rate between initial (Session 1 and 2) or final sessions (Session 10 and 11) across all
participants. It should be noted that in Group AV, when the protocol requirement indicated the
removal of visual stimuli, participants started again with the maximum number of stimulus
presentation sequences in auditory-only runs. Thus, bit rate is low in these sessions. However,
by the last session, bit rate for Group AV was as high as that for Group A. Although there were
no statistically significant differences in mean bit rates between groups, Group A achieved
higher maximum bit rates (5.64 bits/min) than did Group AV in auditory stimuli presentation
(2.56 bits/min). However, the highest bit rates of all were produced in the auditory and visual
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conditions of Group AV (8.61 bits/min). The bit rate results are consistent with the
classification accuracy results (Section 3.3). To express it in terms of time per selection, the
best participant in the AV mode (Participant A from Group AV) made a selection every 36 sec
(8.61 bits/min), and the best participant in the A mode (Participant I from Group A) made a
selection in 48 sec (5.64 bits/min).

Figure 5 shows the mean bit rates as a function of the number of stimulus presentation
sequences for all participants of Groups A and AV. A minimum of six sequences were
presented online. Therefore, the results for stimulus presentations below 6 sequences are
estimated. These values estimate performance after each sequence of presentations. It must be
noted that the actual effect of reducing the number of presentations on the participant’s
performance cannot be discerned from offline analyses such as these; however, subsequent
online testing could verify whether such estimates are accurate. Figure 5 also shows
classification accuracies (averaged over all sessions) as a function of the number of stimulus
presentation sequences. In auditory + visual mode, bit rates were quite high after a few stimulus
presentation sequences (1–4), but predicted accuracy was poor. While bit rate is a standard
measure used for estimating performance, high bit rate can be associated with levels of accuracy
that may be insufficient for BCI control (e.g., Sellers and Donchin, 2006). Increasing the
number of stimulus presentation sequences resulted in accuracies high enough for effective
communication. More time, i.e., more stimulus presentations, was needed to produce higher
accuracy in both groups and modes. Group AV achieved the highest accuracy and highest bit
rate in the auditory + visual mode.

3.3 Amplitude and latency of P300
The P300 component is described by its amplitude and latency within a certain time window.
In the present study, P300 amplitude was defined as the voltage difference (μV) between a
negative peak and the largest positive peak (peak-to-peak measurement). Peak amplitude
(which defines P300 amplitude) was measured from 200 to 600 ms after stimulus onset and
referenced to the most negative peak between 100 and 200 ms. Latency (ms) was defined as
the period between stimulus onset and the time when the maximum positive peak amplitude
was reached. In the present task, the largest difference between target and non-target was
observed at location Pz, after the first positive peak around 300ms or later.

Across all participants, auditory stimuli evoked higher peak amplitudes after target (5.65 μV)
than after non-target stimuli (4.06 μV) [F1,9 = 6.66, p < 0.05] and longer latencies after target
(406.40 ms) than after non-target stimuli (295.70 ms) at PZ [F1,9 = 24.73, p < 0.01]. In Group
AV, higher peak amplitudes were measured after combined auditory and visual presentation
(7.544 μV) than after auditory-only presentation (5.55 μV) [F1,4 = 23.54, p < 0.001]. No
differences in peak amplitude were found between the two modes after non-target stimuli.

Table 3 presents peak amplitudes for target and non-target stimuli and latencies averaged over
all sessions for each participant. For users H and A, amplitudes for non-target stimuli were
larger than amplitudes for target stimuli in the auditory-only condition, but the difference was
not significant. Fig 6 presents the physiological responses of two users to auditory or combined
auditory and visual stimulation.

3.4 Sound comparison
The sound selection results were analyzed to detect any sound bias and to document that the
six different sounds were equally salient. The relation between correct selections (hits) and
false selections (errors) for each sound was examined for each participant across sessions. The
total number of target presentations and selections was not the same for every participant, and
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because the sound distribution was not exactly equal, the results were normalized before the
ratio of hits and errors was determined (Table 4).

Across all participants and across the two groups, there was no bias in hits or errors towards
any one of the six sounds. However, the AV condition produced more hits (M = 81.53, SD =
11.37) than the auditory condition (M = 64.09, SD = 9.11) [F1,8 = 7.176, p < 0.05] and fewer
errors (M = 17.05, SD = 12.17) than the auditory condition (M = 36.32, SD = 9.03) [F1,8 =
8.081, p < 0.05].

4. Discussion
4.1. Accuracy

We hypothesized that naive participants would achieve an adequate level of accuracy using
the auditory P300 speller within 11 or fewer sessions. The results show that most but not all
participants performed well. In the last session, eight of ten participants achieved at least 50%
(online accuracy), and four achieved 75% or more overall (with 2.8% expected by chance).

As indicated in the results, classification coefficients representing different feature sets were
applied to the data after the fact to determine maximum offline accuracy. Based on these results,
we can conclude that improved understanding of feature selection could improve online
performance. On average, there was greater variability in offline versus online classification
rates for the study participants who performed less well; i.e., classification coefficients derived
from their data failed to generalize. Thus, it was more difficult to predict which classification
coefficients would produce optimal online results.

Participants in the current study reported that the auditory-only paradigm required them to pay
more attention than the auditory + visual paradigm. Hill et al. (2005) and Nijboer et al.
(2008b) report high error rates in their auditory paradigms. For the BCI to be effective, it is
essential that the participant be alert and attentive, as drowsiness can decrease the amplitude
of the P300 (Misulis and Fakhoury, 2001). Hillyard (1984) outlined the dependence of the
P300 response on attention and postulated that the P300 is a correlate of stimulus classification
and decision. Lower alertness and arousal yield a lower (or absent) P300 amplitude, and
performance is lowered. Thus, it is possible that those participants who did not achieve high
accuracy were not sufficiently attentive. Another possibility is that having both presentation
modes causes more attentional interference or placed more attentional demand on the task. For
example, Donchin, Kramer and Wickens (1982) demonstrated that the amplitude of the P300
is related to the demands placed on processing resources. Simultaneous presentation of both
auditory and visual stimuli may tax the same group of resources and reduce performance. In
addition, Squires et al. (1977) found large differences in P300 latency for auditory and visual
stimuli. When the stimuli were combined (as in this study) the P300 response followed the
pattern of the auditory P300. Thus, our initial assumption was that the auditory signal would
dominate the P300 response.

The current study also sought to determine if auditory training would be enhanced by visual
cues in early training. The AV Group started with concurrent auditory and visual stimuli, while
the A Group experienced only auditory stimuli throughout the course of the study.
Nevertheless, the two groups showed statistically equivalent accuracy in initial and final
sessions. However, sample size was small (N=5 for each group) and variability among
participants was high, so group comparisons may not generalize to a larger sample. Our primary
reason for choosing a small sample size with a high number of sessions is related to our target
population, people who will be using the system day after day, for long periods of time. We
recognize that using a relatively small number of participants may not be optimal for parametric
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statistical analyses; however, we feel that it is more representative of how the system will be
used for actual communication purposes.

A comparison of the two modes showed higher accuracies in concurrent auditory and visual
stimulus presentation than in auditory stimulus presentation. It is possible that the visual flashes
were more dominant, and that participants attended to the visual flashes more than to the
sounds. In the final two sessions, after visual stimuli had been removed, participants of Group
AV performed as well as they had in the initial two sessions with concurrent auditory and visual
stimulation. Group A performed significantly better in the final sessions than in the initial ones.
Hence, Group A participants improved over the course of the study.

The fact that concurrent auditory + visual stimuli produced the highest accuracies implies that
the auditory/visual combination did not interfere with P300 generation. Rather, the dual mode
stimulation enhanced the response. This is consistent with the findings of Teder-Sälejärvi et
al. (2002) who showed in their ERP study that combined auditory and visual stimuli produced
higher accuracies and shorter latencies than did an auditory-only or visual-only modality. Pham
et al. (2005) found contrary results when they tested BCIs with visual, auditory, and combined
auditory and visual conditions using slow cortical potentials (SCPs) (potential changes below
1 Hz lasting up to several seconds). The visual condition produced the highest accuracy,
followed by auditory condition; in the combined visual and auditory stimuli condition,
participants were not able to control SCP amplitude above chance level. Pham et al. (2005)
concluded that performance in the auditory condition was lower than performance in the visual
condition because auditory stimuli constitute a higher degree of task difficulty and require
increased selective attention. Because our main interest was in developing an auditory
paradigm, we did not test a visual-only condition. Thus, we cannot conclude that the Pham et
al. (2005) results are applicable to the current study. In addition, they were using SCPs rather
than a P300 paradigm. However, comparing the results of the current study to other visual-
only P300 speller studies suggests that this is a reasonable conjecture.

Evidence for this is provided by that fact that the concurrent auditory + visual stimuli in the
current study produced the highest mean accuracy levels of approximately 70% (see Figure 3
Group AV: auditory and visual (sessions 1 – 8)). This is 10% to 20% lower than visual-only
studies where typical accuracy is in the 80% to 90% range (e.g., Krusienski et al, 2006,
2008;Nijboer et al, 2008a,b;Sellers et al, 2006;Serby et al, 2005). This is possibly due to the
demands placed on processing discussed above (Donchin et al, 1982). It is also worth noting
that Group A started at a mean accuracy level of approximately 30% and concluded at a mean
accuracy level of approximately 60% in session 12 (see Figure 3 Group A: auditory). Similarly,
Group AV auditory-only condition started at a mean accuracy rate of about 30% beginning in
Session 7, when 75% of the stimuli were auditory-only, and concluded at a mean accuracy rate
of about 65% in session 12 (see Figure 3 Group AV: auditory). These results are very similar
to those of Group A. A possible explanation for this is that the increased task demands of
attending to the auditory stimuli require learning and that with additional training sessions
accuracy continues to improve. These results are in contrast to the visual-only P300 speller,
where accuracy typically asymptotes quickly and remains at a relatively constant level
throughout many sessions (Nijboer et al., 2008a,b;Sellers et al., 2006).

4.2. Bit rate
Schloegl et al (2007) refers to four conditions that must be fulfilled for a correct application
of the basic bit-rate formula (Wolpaw et al. 2002): (1) M Selections (classes) are possible, (2)
each class has the same probability, (3) the specific accuracy is the same for each class, (4)
each undesired selection has the same probability of selection. In the present auditory paradigm,
all four conditions appear to be fulfilled. In contrast to the visual P300 speller, where columns
or rows next or near to the target character are more like to be chosen, we assume that this is
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not the case for the auditory P300 speller. Condition 1 and 2 were incorporated in the design
of the paradigm. Condition 3 is fulfilled, as there was no difference in hits or errors among the
6 sounds. Condition 4 is fulfilled as the auditory mapping did not lead to a difference in the
probability of undesired selections, since the 6 sounds were easily distinguishable from another.

Within Group AV, higher bit rates could be achieved with auditory + visual stimuli than for
auditory-only stimuli. In auditory + visual mode, the maximal bit rate was 8.61 bits/min (online
and offline), whereas in auditory-only mode the maximal bit rate was 5.64 bits/min (offline
6.01 bits/min).

Two studies using online analysis and a visual-only matrix are comparable to the present work
in the number of possible selections (i.e, 36) (Donchin et al., 2000 and Serby et al., 2005). The
number of possible selections is important because it is a factor in the calculation of bit rate.
Serby et al. (2005) described offline bit rates of 23.75 bits/min and online of 15.3 bits/min.
Donchin et al. (2000) reported offline bit rates of 20.1 bits/min and online bit rates of 9.23 bits/
min. In comparison to these bit rates for visual P300 spellers, the auditory P300 speller in this
study achieved lower communication rates (online 5.64 bits/min and offline 6.01 bits/min).
However, this study’s bit rate is the highest reported thus far for the auditory systems (c.f., for
comparison, Hill et al., 2005; Nijboer et al., 2007; Pham et al., 2005, Sellers & Donchin,
2006). For example, participants of the four-choice paradigm in the auditory-only mode of
Sellers & Donchin (2006) achieved a maximum bit rate of 1.8 bits/selection whereas
participants in the current study achieved a maximum bit rate of 5.17 bits/selection.

One major problem for an auditory P300-based BCI is its slow information transfer rate. Schalk
(2008) discusses the BCI communication problem. One issue concerns the low information
transfer of the nervous system, which ranges from 1 bit/sec to not more than 50 bits/sec, while
computers can process information at a rate exceeding 1 terabit/sec. He proposes that direct
communication between the brain and the computer can overcome this low rate. His concept
is that improvement of the interaction between technologies and areas of the brain with higher
fidelity will increase communication rates between the brain and the computer.

4.3. Amplitude and latency of P300
The main difference between the peak amplitudes resulting from target vs. and non-target
presentations was observed after the first positive peak around 300 ms or later. For some
participants, the largest difference between target and non-target amplitudes appeared around
400 ms after stimulus onset. These longer latencies are described for more complex stimuli
(Fabiani et al., 1987; Combs and Polich, 2006; Hagen et al., 2006).

Since even the waveforms for each participant varied greatly, it is difficult to draw meaningful
conclusions about the difference in waveform for the two presentation modes. Indeed, Fabiani
et al. (1987) already noted individual differences in P300 latency and amplitude. However,
overall statistical analysis in this study showed that the target responses were characterized by
higher amplitudes and longer latencies. Within Group AV, a comparison of both stimuli modes
indicates that auditory and visual stimuli evoked higher amplitudes than auditory stimuli, but
only for target stimuli. This could be a result of the fact that visual stimuli generate larger P300
amplitudes than auditory stimuli (Fabiani et al., 1987; Polich & Heine, 1996; Katayama &
Polich, 1999).

4.4. Sound comparison
Hits and errors were equally distributed among the six different sounds. Therefore, salience of
the sounds was comparable and significant sound bias was not present. Thus, it appears that
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the six environmental sounds used are appropriate auditory stimuli for the auditory P300
speller.

4.5. Summary and Conclusions
One goal of this study was to determine whether an auditory P300 speller can achieve accuracy
and bit rate levels high enough for useful communication. This study shows that acceptable
levels can be achieved with an auditory P300 speller. At this time, however, the speed and
accuracy of the auditory speller is somewhat lower than that of the visual version. Average
accuracy for the 6×6 36-item matrix is typically 80–90% for the visual P300 speller (e.g.,
Krusienski et al, 2006, 2008; Nijboer et al, 2008a,b; Sellers et al, 2006; Serby et al, 2005),
whereas in this study the mean online accuracy of the auditory P300 speller for the last several
sessions was about 66%. Compared to other auditory P300-based BCI systems, the results
reported here are the highest to date. One other study reports a slightly lower average bit rate
of 1.54 bits/min, and a maximum of 2.85 bits/min (Furdea, et. al., 2009), whereas the present
study reports an average bit rate of 1.86 bits/min and a maximum of 5.64 bits/min.

As mentioned above, the complexity of the task in the auditory system may contribute to the
lower performance relative to the visual system. With the visual P300 speller, the participant’s
task is to attend to a character of the matrix and to count how many times it flashes; the
participant can simply ignore the other flashes. In contrast, with the auditory P300 speller, the
participant must listen to all of the sounds and note the occurrence of the target sound. Higher
task complexity may require greater attention and cognitive capability (Kramer et al., 1983;
Johnson, 1986, 1993). In his neural model of the P300, Polich (2004) distinguished between
the P3a and the P3b. The P3a is thought to reflect activity of the anterior cingulate when new
stimuli are processed into working memory. The P3b is thought to reflect subsequent activation
of the hippocampal formation when frontal lobe mechanisms interact with the temporal/parietal
lobe connection. High task difficulty increases focal attention and enhances P3a amplitude by
constraining other memory operations that reduce P3b amplitude and increase P3b latency
(Hagen et al., 2006). It is not possible to estimate whether P300 amplitudes of the present study
are increased or decreased since a benchmark (e.g., a standard oddball paradigm) was not used
to compare task difficulty and amplitudes.

A second goal of this study was to examine if visual cues early in training had an effect on
ultimate performance with the auditory speller. The results show that visual cues early in
training do not facilitate performance after the visual cues have been removed. That is, when
Group AV was presented with auditory-only stimuli, its performance was equivalent to that of
Group A. This finding suggests that the introduction and use of an auditory P300 speller could
remain entirely within the auditory modality, but may require more training sessions than the
visual P300 speller. The implications are that the auditory speller could be useful for people
who have vision impairment when they begin to use a BCI.

The results of the present study are encouraging and suggest that further development is
worthwhile, and that a system as robust as the visual P300 speller might be achieved. In
addition, work is under way to test the auditory paradigm with participants who have limited
visual function.
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Fig. 1.
A timeline of one stimulus-presentation sequence. Visual and auditory stimuli lasted 500 ms
each: 110 ms (ON) followed by a 390 ms inter stimulus interval (OFF). Thus, six stimuli were
presented, in block-random order, without replacement, every 3 seconds. The response window
used for analysis (bottom line) began with the stimulus onset and lasted for 800 ms.
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Fig. 2.
The 6×6 matrix. The six sounds: bell, bass, ring, thud, chord, and buzz, are each associated, in
turn, with one of six columns and then, one of six rows. To select the target letter “W” from
the 36-character matrix on the screen, the participant’s task was to (A) attend to the “chord”
sound while the column stimuli were presented. Then, after a 2-second pause, the participant’s
task was to (B) focus on the “thud” sound. For Group AV, in addition to the auditory stimuli,
the column or row corresponding to each auditory stimulus was highlighted simultaneously
with the corresponding column or row.
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Fig. 3.
Mean online accuracy +/− S.E. for Group A and AV for all sessions.
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Fig. 4.
Mean bit rates +/− S.E. for Groups A and AV for all sessions.
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Fig. 5.
Mean bit rates (left axis) and mean accuracies (right axis) averaged over all sessions as a
function of the number of stimulus presentations for Group A (square and dash-dot) and Group
AV (AV: triangle and solid line; A: bullet and dotted line). With fewer repetitions, bit rate is
highest (left axis); more repetitions are required to produce high accuracy (right axis).
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Fig 6.
Average waveforms recorded at Pz, across all sessions for user I of group A (Fig 6A); and user
A of group AV (Fig 6B). The solid line shows the average target response at Pz whereas the
dotted line shows the non-target response. They begin to differ from another at the second
positive peak about 300 ms after stimulus onset.
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Table 1
Design of stimuli presentation in Group AV: During Sessions 1 and 2, Group AV received simultaneous visual and
auditory stimuli. Starting in Session 3, visual stimuli were systematically removed in single runs: in Session 3, 75%
of the runs presented visual and auditory stimuli, while the remaining 25% presented auditory-only stimuli. From
Session 3 to Session 9, the % of runs presenting visual + auditory stimuli was decreased until only auditory stimuli
were presented in session 9 to 11.

Session # % visual + auditory runs % auditory-only runs Run #

1–2 100.0 (8 runs) 0.0 (0 runs) N/A

3 75.0 (6 runs) 25.0 (2 runs) 3, 6

4 62.5 (5 runs) 37.5 (3 runs) 2, 5, 8

5 50.0 (4 runs) 50.0 (4 runs) 2, 4, 6, 8

6 37.5 (3 runs) 62.5 (5 runs) 2–3, 5–6, 8

7 25.0 (2 runs) 75.0 (6 runs) 2–4, 6–8

8 12.5 (1 run) 87.5 (7 runs) 1–3, 5–8

9–11 0.0 (0 runs) 100.0 (8 runs) N/A
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Table 2
Accuracies for final session (session 11) with auditory stimuli alone for all participants.

GROUP A Participants Online accuracy (%) Offline accuracy (%)

B 50.00 63.00

D 87.50 100.00

E 43.75 50.00

H 37.50 50.00

I 78.13 88.00

Mean Group A 59.38 70.20

Standard deviation 22.10 22.76

Standard error 8.27 7.86

GROUP AV Participants Online accuracy (%) Offline accuracy (%)

A 87.50 94.00

C 62.50 75.00

F 50.00 69.00

G 75.00 83.00

J 68.75 88.00

Mean Group AV 68.75 81.80

Standard deviation 13.98 9.99

Standard error 8.27 7.86
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