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Abstract--A charge-coupled device (CCD) camera was used to 
acquire movies of transmembrane activity from thin slices of 
sheep ventricular epicardial muscle stained with a voltage- 
sensitive dye. Compared with photodiodes, CCDs have high spa- 
tial resolution, but low temporal resolution. Spatial resolution in 
our system ranged from 0.04 to 0.14 mm/pixel; the acquisition 
rate was 60, 120, or 240 frames/sec. Propagating waves were 
readily visualized after subtraction of a background image. The 
optical signal had an amplitude of 1 to 6 gray levels, with signal- 
to-noise ratios between 1.5 and 4.4. Because CCD cameras in- 
tegrate light over the frame interval, moving objects, including 
propagating waves, are blurred in the resulting movies. A com- 
puter model of such an integrating imaging system was devel- 
oped to study the effects of blur, noise, filtering, and quantization 
on the ability to measure conduction velocity and action potential 
duration (APD). The model indicated that blurring, filtering, and 
quantization do not affect the ability to localize wave fronts in 
the optical data (i.e., no systematic error in determining spatial 
position), but noise does increase the uncertainty of the measure- 
ments. The model also showed that the low frame rates of the 
CCD camera introduced a systematic error in the calculation of 
APD: for cutoff levels >50%, the APD was erroneously long. 
Both noise and quantization increased the uncertainty in the APD 
measurements. The optical measures of conduction velocity were 
not significantly different from those measured simultaneously 
with microelectrodes. Optical APDs, however, were longer than 
the electrically recorded APDs. This APD error could be reduced 
by using the 50% cutoff level and the fastest frame rate possible. 
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INTRODUCTION 

Greater understanding of  cardiac arrhythmias has in- 
creased the demands for more sophisticated tools to de- 
scribe the activation and recovery processes of  the heart. 
Propagation abnormalities in the heart, including reentrant 
excitation, may occur over various spatial scales, ranging 
from so-called micro-reentrant loops to rotors giving rise 
to spiral  waves  that  encompass  the ent ire  vent r ic le  
(5,12,14). Therefore, it is desirable that a mapping system 
should cover a relatively large area with closely placed 
recording sites. Toward this aim, multiple extracellular 
electrodes have been used in many laboratories to map the 
electrical activity from subepicardial, subendocardial,  and 
intramural regions of  the heart (8,12). Optical mapping via 
voltage-sensitive dyes, developed by  Cohen and his col- 
leagues (4,10), has been used to monitor the electrical 
act ivi ty  of  exci table  cells  in nervous tissue, skeletal  
muscle, and cardiac muscle (15,27). In 1976, Salama and 
Morad (28) made the first optical recordings of  cardiac 
action potentials. Multiple site optical mapping in the heart 
has been achieved using arrays of  photodiodes or laser 
scanning (7,9,13). Because the number of  photodetectors 
may be increased without incurring increased injury to the 
tissue, optical methods provide a unique opportunity to 
take high-resolution movies of electrical activity in excit- 
able tissues. 

Charge-coupled device (CCD) cameras have been suc- 
cessfully used as photodetectors with voltage-sensit ive 
dyes (2,18) and other fluorescent probes (19), but they 
have not found widespread use in cardiac optical mapping 
due to their slow frame rates. Whereas photodiodes con- 
tinuously generate current in response to light flux in a 
manner analogous to electronic recording systems, each 
frame of  a CCD movie integrates light over a discrete 
interval in a manner analogous to a photographic process. 
CCD elements, here called pixels, generate charge as they 
collect light over an interval. The accumulated charge is 
then shifted off the CCD chip pixel by pixel and converted 
to a video signal comprised of  voltages. One collection 
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interval corresponds to a single picture, or frame, in the 
resulting movie. Each frame represents light collected si- 
multaneously by all pixels over the same interval. The 
pixels are then reset to zero charge, and the collection 
phase is started again for the succeeding frame. 

CCD cameras fall roughly into two categories: scien- 
tific grade and video rate cameras. Scientific, cooled CCDs 
have low noise, large dynamic range and frame readout 
rates on the order of seconds or even minutes (17). Video 
CCD cameras, using special circuitry for rapid data read- 
out, operate in the U.S. at the standard television rate of 30 
frames/sec. Currently, the most common architecture for 
video cameras is the frame transfer CCD, which has a 
second array masked from light for storing image data 
(22). At the end of the light collection interval, the image 
is rapidly moved (within microseconds) from the primary 
accumulation array to the storage array. Readout then oc- 
curs from the storage array during the next frame period of 
the primary array. Compared with their high-performance 
counterparts, video CCDs suffer from reduced signal-to- 
noise ratios (SNRs) and smaller dynamic range. Compar- 
ing these three sensor technologies, photodiodes have 
good SNRs, fast readout, but low numbers of recording 
elements. Scientific cameras have good SNRs, a large 
number of elements, but slow rates of readout. Video 
CCDs have low SNRs, but possess a large number of 
elements and readout that is fast enough for some appli- 
cations. Therefore, video CCD cameras currently provide 
the best opportunity for taking high-resolution optical 
movies of cardiac activity. 

We have configured a video CCD camera in our labo- 
ratory to acquire data at rates up to 240 frames/sec, pro- 
viding a system for high-resolution optical mapping in the 
heart. In this paper, we describe the imaging process in a 
discrete integrating system, the advantages and the limi- 
tations of this system in the study of propagating waves in 
two-dimensional preparations of cardiac tissue, the calcu- 
lation of conduction velocity (CV) and action potential 
duration (APD) from the optical data, and their compari- 
son with microelectrode recordings. A computer model of 
the imaging process was developed to understand better 
the individual effects of noise, sampling, and blur on the 
recorded data. Studies of arrhythmias with the video sys- 
tem have been published elsewhere (1,5,14,23); here, we 
seek to establish a quantitative understanding of the rela- 
tionship between the video optical signal and the electro- 
physiological parameters in ventricular epicardial muscle 
preparations. 

The following definitions and conventions will be used: 
Pixel: a spatial unit of measure in digitized images 

representing both an individual photoelement and its cor- 
responding point in the acquired image data. 

Frame: a single picture in a movie sequence; also used 
as a temporal unit of measure. 

t (msec/frame): the integration period or frame interval, 
during which the photosensitive elements collect light. 

1/t: the temporal sampling frequency, also called the 
f rame rate (Hz). 

x (mm/pixel): the spatial sampling interval; the diam- 
eter of the area projected onto a single pixel. 

1/x: the spatial sampling frequency (i.e., the resolution 
in pixels/mm). 

METHODS 

The Preparation and Recording 

Details of the tissue preparation, staining technique, 
and chamber have been described elsewhere (3,5,23). 
Briefly, square sheets of sheep ventricular epicardial 
muscle (20 x 20 x 0.5 mm) were pinned to the floor of a 
superfusion chamber containing Tyrode's solution. Long 
Ag/AgC1 electrodes embedded in the floor of the chamber 
could produce planar waves from any side of the prepa- 
ration. To avoid mechanical artifacts, the electromechani- 
cal uncoupler diacetyl monoxime (10 to 15 raM) was 
added to the superfusate before recording (20). In addition 
to optical recordings, transmembrane potentials were 
monitored using glass microelectrodes filled with 3 M KC1 
connected to an amplifier (WPI, Sarasota, FL, USA). After 
1 hr of tissue equilibration, superfusion was halted, and the 
voltage-sensitive dye di-4-ANEPPS (5 txg/ml) was added 
to the chamber. Di-4-ANEPPS is a soluble styryl fluores- 
cent indicator of transmembrane potential, with good sen- 
sitivity, long bleaching time, and a response time of a few 
microseconds (21). 

For measurements of CV, the fiber orientation was first 
determined optically by stimulating the center of the tissue 
with a concentric bipolar electrode (1.6 mm diameter) and 
observing the orientation of the elliptical wave. Two glass 
microelectrodes were placed at opposite ends of the prepa- 
ration (1.5 to 2 cm apart) for longitudinal recordings at 
various cycle lengths, then at the perpendicular sides for 
transverse recordings. Recordings were made simulta- 
neously from the video camera and both electrodes. Ve- 
locity measurements from optical data were determined 
from isochrone maps (see below). Optical recordings were 
compared with electrode recordings by a Wilcoxon 
matched pairs test. 

Optics and Camera 

Light from a 250 W tungsten-halogen lamp (Osram, 
Chicago, IL, USA) passed through a collimater, a heat 
filter, a bandpass excitation filter (530 nm, _+30 nm), a 
defocusing lens, and was reflected by a dichroic mirror 
(580 nm) onto the preparation, thus creating a uniform 
circular field of illumination (2.3 cm diameter, 5 x 104 
lux). To minimize bleaching of the dye, the tissue was 
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only illuminated during data acquisition. Fluorescence 
from the tissue was transmitted through an emission filter 
(640 nm, _+50 nm) to a CCD video camera (Model 6510, 
Cohu, Inc., San Diego, CA, USA), with the following 
specifications: 739 x 480 CCD elements (8.5 x 9.8 txm 
each) in a 6.4 x 4.8 mm array; SNR = 56 dB; sensitiv- 
ity = 0.4 lux; quantum efficiency = 40 to 60% in the 
range of the emission filter; and external controls for gain 
and video offset (black level). All experiments were con- 
ducted with the automatic gain control turned off. A TV 
zoom lens (f = 12.5 to 75 mm, F/1.8, Javelin) attached to 
the camera focused the image onto the CCD array. The 
working distance between the lens and the preparation was 
16 cm. The numerical aperture of this lens (0.28) was 
comparable with those obtained in tandem-lens macro- 
scopic systems (24), whereas the zoom function provided 
a simple way to change magnification. 

Camera output was digitized at 8 bits/pixel (256 gray 
levels) by the A/D converter of a frame grabber board 
(Model 12, Epix, Inc., Buffalo Grove IL, USA), written to 
the board's 16 megabytes (Mb) of video memory, then 
stored to the hard disk of an IBM-compatible personal 
computer. Viewed on the display monitor, the gray level 
brightnesses representing fluorescence intensity varied 
across the surface of the preparation, due to spatial varia- 
tions in staining. Because the voltage-dependent optical 
signal was a small decrease in fluorescence superimposed 
on this background, the signal was maximized by stretch- 
ing the contrast of the image to fill all 256 gray levels. 
Gain and black level were adjusted until the darkest areas 
of the tissue appeared nearly black and the brightest areas 
were nearly white (saturated). For comparisons of SNRs at 
different magnifications and frame rates (see Results), the 
camera settings were not optimized, but kept fixed at in- 
termediate settings. 

To visualize the spatial organization of propagating 
waves, a background image of quiescent tissue was sub- 
tracted from each frame of the movie. The background 
image was either a single frame acquired just before taking 
the movie or else the average of several frames from the 
diastolic intervals of the movie. Background fluorescence 
decreased slowly over several hours, but remained stable 
during a single acquisition (lasting seconds at most), as 
seen by flat, stable baselines. 

Temporal and Spatial Sampling 

The 30-Hz temporal sampling rate was doubled to 60 
Hz (16.7 msec interframe interval) by using noninterlaced 
video, which ignores alternate lines, reducing the maxi- 
mum number of lines from 480 to 240 usable lines of 
video. Thus, the vertical spatial resolution was always half 
the horizontal resolution for all movies acquired with this 
system. For display, each line was displayed twice to 

maintain the correct aspect ratio. Even faster rates were 
obtained using external reset (modification ER-4318, pro- 
vided by Cohu). In standard video, sensor integration is 
halted, and frame readout is initiated by a vertical reset 
signal every 16.7 msec. This process may be speeded up 
by sending the vertical reset at a faster rate, before the 
entire frame is read out, decreasing the number of usable 
video lines. For example, if the reset signal is sent at twice 
the usual rate, frames will integrate over 8.3 msec inter- 
vals, cutting the light collection time in half, and only the 
top half of the frame will be read out. The Epix frame 
grabber board was programmed to provide the external 
vertical reset signal at 240, 120, and 60 Hz providing 
frame intervals of t = 4.2, 8.3, and 16.7 msec, with 60, 
120, and 240 usable horizontal lines of video, respectively. 

Magnification was adjusted with the zoom lens of the 
camera. In the horizontal direction, the spatial resolution 
(x, the interpixel spacing) ranged from 0.14 mm to 0.036 
mm. In imaging a 2-cm-wide field, this resulted in pictures 
ranging from 143 to 556 pixels in diameter. The frame 
grabber could treat any subset of the usable array as the 
current field of view. The maximum duration of a single 
acquisition was a function of the sampling rate, image 
size, and available frame grabber memory (e.g., for a 
300 x 120 pixel image acquired at 120 Hz, the frame grab- 
ber's 16 Mb of memory could acquire a sequence of 3.9 
sec duration. About 12 sec were required to write the data 
to the computer's hard drive before another movie could 
be acquired. 

The Imaging Process and Data Analysis 

Because CCD cameras integrate light collection over 
time and space, moving objects are blurred in the resulting 
movie data. The amount of blur s is a function of object 
velocity and temporal and spatial sampling: s = vt/x, 
where s is blur in pixels/frame, v is velocity in mm/ms, and 
x and t are the spatial and temporal sampling intervals. In 
particular, the front of a moving wave with a square step 
edge would be recorded as a ramp, as shown in Fig. 1A. 
The location of the square wave may be determined from 
the ramp profile: the wave front was at the top of the ramp 
(position a in Fig. 1) at the beginning of frame integration, 
and at the bottom of the ramp (position b in Fig. 1) at the 
end of frame integration. In the next frame, the top of the 
ramp will be at the same position as the bottom of the 
ramp in the previous frame. 

Figure 1B depicts how the data appear in the temporal 
dimension (i.e., multiple frames make up a single pixel's 
value over time). In a discrete integrating system, the "up- 
stroke" will always take two frames to reach the maxi- 
mum. For the frame interval illustrated in Fig. 1A, pixels 
to the left of position b will finish integrating before the 
wave, and therefore any light, arrives at their position. 
They will output zero for this frame. Pixels to the right of 
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FIGURE 1. (A) A moving object (left) is blurred during integra- 
tion (right) of a single frame. (Left) A white bar moves from 
left to right during 1 frame interval starting at a. By the end of 
the frame, the edge will reach the dotted line at b. (Right) The 
single frame acquired by the video system shows a blurred 
edge. Horizontal cross-sections of pixel gray values are shown 
below each image. The step edge profile of the white bar 
becomes a ramp in the blurred image. The top of the ramp at 
a corresponds to the location of the edge at the start of frame 
integration, whereas the ramp bottom, b, reflects the edge 
location at the end of the integration period. Horizontal axis of 
profiles corresponds to same axis of images. (B) Values of 
several frames at a single pixel over time during passage of 
the white bar. Tic marks represent single frames, values are 
connected by straight lines. Frame at y has intermediate value 
due to passage of the edge during that frame interval [Le., 
this pixel is between a and b in (A)]. The intermediate value at 
y could be anywhere between the minimum and maximum 
values (dotted line), depending where it is located between a 
and b. 

position a will record the maximum value of the wave for 
the entire interval and output the corresponding maximum 
value. Those pixels between a and b will record the maxi- 
mum wave amplitude, but only for some fraction of the 
frame interval, and will output an intermediate value. This 
intermediate value may be anywhere between zero and the 
maximum, depending where the pixel occurs on the ramp. 
Note that, although the wave front is blurred in the inte- 
grated data, the position may be exactly determined at the 
start and end of each frame interval (and hence at inter- 
mediate times if constant velocity is assumed). 

I sochrones  f o r  CV. The following algorithm was used 
for generating isochrone lines from the image data. Scan- 

ning each pixel's values over time, a flame was labeled 
as a wave front if its value was greater than the pre- 
vious flame's value, and if this difference was greater than 
a threshold [i.e., label Pi as a wave front if P i -  
P i -  1 > 1/2( max - min)], where Pn is the value at frame n, 
max is the maximum value during the action potential, and 
min is the average of several baseline frames immediately 
before and after the action potential. Using this criterion, 
frame x in Fig. 1B would be labeled but not frame y. 
Because of propagation-induced spatial blurring, a set of 
pixels perpendicular to the wave front would be labeled in 
a single frame, resulting in isochrone "bands" with width 
equal to the amount of blur. The centers of these bands 
correspond to the tops and bottoms of the ramps. When 
bands from several frames are displayed together, the 
boundaries between the bands fall on the centers of the 
ramps and thus provide a good estimate of the location of 
the wave at the middle of the frame interval (see inset of 
Fig. 5). These boundaries were used as isochrone "lines" 
(see Fig. 6). 

Pixel distances were always calibrated with an image of 
a scale bar. Local conduction velocity, v (in mrrdmsec), 
was calculated between two isochrone lines i and i + n as 
v = d/nt, where n was the number of intervening iso- 
chrone lines, t the frame interval in msec, and d the dis- 
tance in mm between the isochrone lines, perpendicular to 
i's tangent at the point of measurement. 

APD.  The APD was measured, after filtering, from the 
upstroke to the point in time when the fluorescence re- 
turned to a given proportion (50, 70, or 90%) of the resting 
value, called the cutoff level. Each pixel's values over 
time were scanned until the values reached the cutoff 
level, determined from the computed baseline and signal 
levels. To counter the effects of noise, the values were 
scanned in both the forward and reverse directions. Two 
points were chosen to guide the search for the cutoff level 
in the wave front: max, the maximum value of the action 
potential, and b, a point on the baseline before the action 
potential. Points were scanned from b toward max until the 
cutoff level was reached; this point in time was labeled cl. 
Then points were scanned in reverse from max toward b 
until the cutoff was again encountered, and labeled c2. The 
average of cl and c2 was considered the actual cutoff 
point. The same strategy was used in the repolarizing tail 
with max and b; this time, the latter was a point on the 
baseline after the action potential. 

Filtering. Before generating isochrone lines or measuring 
APD, a low-pass spatial filter was applied to each frame 
by convolution with two-dimensional circularly symmet- 
ric Gaussian kernels (26), which set each pixel to the 
weighted average of its neighbors. The size of the neigh- 
borhood was determined by ~, the standard deviation of 
the Gaussian, with larger ~ filtering out more of the high 
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spatial frequencies. Filters were evaluated by their effects 
on the SNRs of the data over time. The SNR for a movie 
was calculated over time for each pixel, and the results 
were averaged. SNR was computed as S/NRM s, where S is 
the mean number of peak gray levels for the set of acti- 
vations in a given trial, and NRM s is the root mean square 
of the baseline during periods between activations. After 
filtering, the gray level contrast was stretched to fill all 256 
levels, by rescaling the data so that the maximum pixel 
value from the movie was 255 and the movie's minimum 
value was 0. 

was reduced for quantization studies, or varying amounts 
of pseudorandom Gaussian noise with a specified standard 
deviation were added. This model enabled us to examine 
the individual contributions of temporal sampling rate, 
quantization, and noise on distortion of the spatial wave- 
form and measurement error in CV and APD for planar 
wave front propagation. 

RESULTS 

Characteristics of the Video Optical Signal 

Model of Image Blur 

A computer model was developed to study the effects 
of blur, noise, and quantization on propagating waves, and 
to evaluate the correlation between video optical mapping 
and microelectrode recordings. For CV measures, movies 
of a moving white bar (step edge profile) were generated 
to study effects of noise and sampling. Electrode record- 
ings of real action potentials were digitized and converted 
to video movies of planar waves to study accuracy of APD 
measurement. The temporal sampling rate of these artifi- 
cially generated movies could be decreased to observe the 
effects of low frame rates on the shape of action potentials. 
Specifically, microelectrode action potentials from sheep 
epicardial muscle were recorded on a digital storage os- 
cilloscope (Model 2214, Tektronix, Beaverton, OR, USA) 
and written to a personal computer with the oscilloscope's 
accompanying Grabber software (0.25 msec sampling). 
These time series were resampled to create a function over 
time, h(z), with 1 msec/frame sampling. Movies M(x, y, z), 
where the indices correspond to the horizontal, vertical, 
and time axes respectively, were generated using M(x, y, 
z + x) = h(z). This created a movie of a planar wave mov- 
ing from left to right, with the wave front propagating 1 
pixel/frame, termed the nonblur condition. Blur could be 
introduced and the results compared with the nonblurred 
movie by decreasing the model's frame rate. Each frame 
of movie M was blurred by taking the spatial waveform of 
each line f(x) and shifting its s pixels. The blurred spatial 
waveform g(x) was computed for each line as: 

s-I 

g(x) = 1/s E J ( x  +j). 
j--o 

(1) 

The effect of this algorithm is to convert a step edge 
into a ramp (Fig. 1A), with ramp width = s. The standard 
movie (i.e., highest frame rate) consisted of either a white 
bar or an action potential, propagating at 0.1 mm/msec, 
with spatial sampling x = 0.1 mm/pixel and temporal 
sampling t = 1 msec/frame. APD was 200 msec at the 
70% level, amplitude was 256 gray levels, and noise was 
0. For comparisons, either the frame rate was decreased by 
the above algorithm, or the number of amplitude levels 

Transmembrane electrical activity in the preparation 
can be observed on the video monitor as a transient de- 
crease in the intensity of emitted light. Data must be dig- 
itized and processed, however, before detailed character- 
istics of the propagating wave may be appreciated. Figure 
2 shows three stages in the processing of a single video 
frame obtained during the propagation of a planar wave 
from fight to left, which was initiated by linear stimulation 
of the right border of the tissue. Figure 2A shows the 
image of the preparation before processing. The dark di- 
agonal lines are small arteries, ranging from 0.1 to 0.4 mm 
in diameter. Several white spots at the center of the prepa- 
ration are the result of overstaining and excess of fluores- 
cence (i.e., saturation of the camera sensors). The black 
shadow on the right border is a concentric bipolar elec- 
trode, used for extracellular recording. The recording area 
is -15 x 20 mm. As a result of the low level of the signal 
and the nonuniform level of fluorescence, the propagating 
wave, although visible in real time, is not apparent in the 
still picture. Figure 2B shows the same frame after sub- 
traction of the background image of the preparation. The 
fight part of the preparation is undergoing activation, dis- 
played as white. The left part of the preparation, displayed 
as black, is at rest. After subtraction, the optical signal in 
epicardial preparations ranged from 1 to 6 gray levels 
(mean 3.0 _+ SD 1.3). Figure 2C shows the same frame 
after application of the spatial filter (o- = 2.5 pixels) and 
contrast enhancement. The small arteries undergo no elec- 
trical activation and are visible in the right side (i.e., ac- 
tivated region) of Fig. 2B,C as black diagonal lines. 

Spatial Filtering and SNR 

Although the optical signal is readily apparent when 
viewing subtracted images, as in Fig. 2B, the SNR over 
time is low for a single pixel. Filtering in the spatial do- 
main was applied to improve the SNR of the data in the 
time domain. In particular, positioning isochrone lines and 
determining the APD required that individual activations 
were clearly distinguished over time. Figure 3 shows the 
time series of a single point subjected to spatial filters of 
various sizes (Fig. 3A). The frame rate was 4.1 msec. 
Figure 3B shows a snapshot of the corresponding movie 
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FIGURE 2. Cardiac electrical activity seen by the video camera. (A) Image of the preparation after staining wi th voltage-sensitive 
dye. (B) One frame from the movie of a planar wave moving right to left. The background image fluorescence has been subtracted, 
leaving only the electrical activity (white), (C) Same as (B} after applying the spatial f i l ter (~ -- 2.5 pixels) and contrast stretch. 
Intensity scale bars in (B) and (C} show 0% and 4% ~FIF as their darkest and brightest values, respectively. 

data, and Fig. 3C shows a microelectrode recording simul- 
taneous with Fig. 3A. Optical data were not subjected to 
contrast stretching after filtering. Although activations are 
difficult to recognize in the time series of a single point in 
the unfiltered data (top line of Fig. 3A), when viewed as a 
movie or even as a single image frame, the wave front is 
readily apparent (Fig. 3B, top). This is the basis for using 
spatial filtering: the image data contain information that 
dramatically improves the SNRs in the temporal dimen- 
sion. Figure 3A also shows that, as the Gaussian spatial 
filter increases in size, specified by r in pixels, the action 

potentials become more defined and bear greater resem- 
blance to the microelectrode recording in Fig. 3C, up to a 
point of diminishing returns. In the spatial domain, the 
image becomes more blurred with increasing filter size 
(Fig. 3B). When the spatial filter was large enough to 
provide a SNR around 10 (~r = 3 in Fig. 3A), APDs were 
consistent within a single recording and changed little with 
larger filters. The average SNR in the video optical data 
was 2.5 _+ 0.8; a filter with cr = 2.5 was most commonly 
used. 

As shown in Fig. 4, the SNR decreased as the frame 

A 

C 
100 
mv 

200 msec 

B 

5 mm 

4 % 

0 &F/F 

FIGURE 3. Optical recording of cardiac 
activity: effect of the spatial filter. Filter 
size is specified by ~ (in pixels), the stan- 
dard deviation of the Gaussian convolu- 
t ion kernel, er--0 indicates no filter. (A) 
Approximately 1 sec of video data from 
one pixel, subjected to spatial filters of 
increasing size, As ~ increases, more and 
more high frequencies are fi ltered out 
and action potentials become more de- 
fined, Frame rate = 240 Hz. Ar row de- 
notes t ime of snapshot in (B}. {B) Single 
frames from the movie data show a wave 
moving left to right. As ~ increases, the 
images are progressively blurred. Aster- 
isk denotes location of optical (A) and 
electrode (C) recordings. (C) Intracellular 
microelectrode recording taken simulta- 
neous wi th  (A). Filter size, (r, applies to 
t ime plots in (A) and images in (B). Time 
scale applies to (A) and (C), Contrast was 
not stretched after f i l ter ing, therefore 
fluorescence scales apply to all traces in 
(A) and images in (B). 
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FIGURE 4. SNR in the optical recordings. SNR decreased with 
increases in magnification (solid line) or frame rate (dotted 
line). Magnification data are all at 8.3 msec frame interval (120 
Hz); frame rate data are all at a magnification of 17 pixels/mm. 

rate and magnification were increased. Changes in the 
temporal and spatial sampling rates altered the background 
light level and amount of signal (both measured in gray 
levels). As magnification increased (decreasing the inter- 
pixel distance x), individual pixels covered a smaller area 
of tissue, received fewer incident photons, resulting in 
reduced brightness in the images and reduced signal. Simi- 
larly, as the frame rate was increased (decreasing the in- 
terframe interval t), pixels integrated light for shorter pe- 
riods, also causing darker images and reduced signal. 

Isochrones and CV 

The Imaging Model. A movie of a white bar with a step 
edge profile was used for generating isochrone lines and 
measuring wave velocity in the model. The activation la- 
beling algorithm labeled wave fronts in the standard movie 
with an accuracy equivalent to the spatial resolution (i.e., 
0.1 mm or 1 pixel). When the model's frame rate was 
reduced, blurring the propagating wave, the step edge pro- 
file was changed to a ramp. The set of points labeled as 
activations in each frame increased from thin lines to thick 
isochrone bands whose width, in pixels, was equal to the 
amount of blur. Isochrone lines, defined as the borders 
between successive bands, fell on the center of the blurred 
ramps of the propagating waves (Fig. 5, inset). 

When the spatial filter was applied to data blurred by 
low frame rates, the resulting profiles were nearly the 
same as blurring alone, with some smoothing of the cor- 
ners of the ramp. Isochrone lines were still located at the 
center of the ramps. The spatial filter has little effect at low 

temporal sampling rates, which, in effect, introduce an- 
other form of low-pass filtering. 

In the absence of noise, isochrone lines were 1 pixel 
wide (here width refers to the direction parallel to the 
direction of propagation). When noise was added to the 
movies, points labeled as wave fronts were erroneously 
displaced from the actual position. The isochrone lines 
dissolved into clouds of points with increasing standard 
deviation (SD), although the average computed wave front 
location was still the correct value. As shown in Fig. 5, 
with increasing noise, the SNRs decreased and the SD of 
the localization error increased (black symbols). Spatial 
filtering (a = 2.5) dramatically decreased the SD of error 
(white symbols). Different amplitudes (signal = 1, 5, 10, 
and 255 gray levels) displayed the same error versus SNR 
curves, indicating that neither the absolute magnitude of 
the signal nor its quantization are a factor in localization of 
wave fronts. These simulations used a movie of a drifting 
white bar with a step edge profile; the same accuracy of 
wave front localization was obtained for movies of a dig- 
itized action potential. 

CCD Data from Optical Mapping Experiments. The wave 
front-labeling algorithm (see Methods) was applied to a 
sequence of frames from an optical recording to obtain a 
set of isochrone bands, which were combined to generate 
isochrone lines. Figure 6 shows isochrone lines for planar 
waves propagating in the transverse (Fig. 6A, top) and 
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FIGURE 5. Computer model: determining wave front location 
in the presence of noise. Gaussian noise with varying SD was 
added to an artificial movie to obtain the desired SNR. With 
no noise, the wave front (upper inset) was located at the cen- 
ter of the blurred ramp in the movie data (lower inset). Error 
refers to displacement of the computed wave front from the 
actual position. Decreasing SNR scattered this computed 
wave front, shown by increasing SD in measurements (black 
squares). When a Gaussian filter (~r = 2.5) was applied to noisy 
movies, the error was greatly diminished (white squares). Ini- 
tial SNR refers to original SNR before filtering (black squares). 
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longitudinal (Fig. 6B, top) directions, relative to the myo- 
cardial cell orientation. This approach for determining iso- 
chrone lines ( i .e . ,  the position of the wave front) always 
assigned the wave front to a point roughly in the center of 
the blurred waveform's spatial upstroke. The middle of 
Fig. 6A shows an isochrone line, computed for transverse 
propagation, superimposed on the corresponding image. 
The brightness profile at the bottom shows a horizontal 
line of pixels about three-fourths from the top of the im- 
age. The spike in the middle of the spatial upstroke rep- 
resents the location of the isochrone line. Figure 6B shows 
similar images for the longitudinal planar wave, with the 
lower profile showing a vertical line of pixels. The more 
rapid longitudinal wave has more widely spaced isochrone 
lines (top), is more blurred (middle), and its upstroke ramp 

is less steep (bottom). Average conduction velocities were 
0.13 mm/msec for the transverse wave and 0.35 mm/msec 
for the longitudinal wave, although frame-to-frame varia- 
tions are detectable in Fig. 6A for the transverse wave. 

Isochrone lines were assigned to the same part of the 
spatial upstroke from frame to frame, allowing CVs to be 
reliably calculated from the optical data. Figure 7 shows 
CVs computed from optical data (white symbols) v e r s u s  

those measured simultaneously using microelectrodes 
(black symbols) in a representative experiment at various 
basic cycle lengths of stimulation. The differences in 
transverse velocities as measured by the two techniques 
were within 0.005 mm/msec on average, whereas the av- 
erage longitudinal difference was 0.023 mm/msec (three 
preparations). The Wilcoxon test for matched pairs 

A B 

FIGURE 6. Isochrones in optical record- 
ings of cardiac activity. (A) Top: iso- 
chrone map of planar wave moving right 
to left. Center: single isochrone from (A) 
superimposed on the corresponding 
frame of video data (f i l tered wi th  
cr = 2.5). Bottom: horizontal line of gray 
levels from the image frame showing the 
spatial profile of the activation wave. 
Spike corresponds to isochrone line. (B) 
Data from a longitudinal wave in the 
same preparation. Lower profile shows a 
vertical column of pixels from the corre- 
sponding image (B, center). Scale bar re- 
fers to horizontal axis in bottom profiles 
and both axes in other panels. Frame rate 
is 60 Hz in both examples. 
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FIGURE 7. Recordings of cardiac activity. Comparison of CV 
versus basic cycle length (BCL) measured by electrodes (black 
symbols) and video data (white symbols), for longitudinal 
(squares) and transverse (circles) propagation, in one experi- 
ment. 

showed no significant difference between optical and elec- 
trode measures of conduction velocity (p = 0.21 trans- 
verse, p = 0.23 longitudinal). 

APD 

The APD as measured by the optical system is affected 
by many factors, including temporal and spatial sampling, 
the shape of the waveform, noise, filtering, quantization, 
and the choice of cutoff level. In the model system, the 
nonblurred standard movie of a digitized action potential 
was subjected to different temporal sampling rates, spatial 
filters of different sizes, and varying amounts of noise and 
amplitude quantization. The APDs from these modified 
movies were measured by the computer algorithm (see 

Methods) and compared with the APDs in the nonblurred 
standard. 

The inset of Fig. 8A shows the original standard action 
potential (top), the 16.7 msec samples at 60 Hz (middle), 
and the linearly interpolated 16.7 msec samples superim- 
posed on the standard action potential (bottom). These 
traces show that reduced temporal sampling has several 
effects on the wave shape over time: the steep upstroke is 
converted to a ramp (because the algorithm for APD es- 
sentially interpolates between samples), the maximum am- 
plitude is slightly decreased, and there are slight quanti- 
zation effects in the tail. APD error at three cutoff levels 
for several frame rates is plotted for the computer model 
(Fig. 8A) and optical data from epicardial preparations 
(Fig. 8B). APD error in the model is the difference be- 
tween APDs in the standard (1 msec sampling) and modi- 
fied (sampling > 1 msec) movies. APD error in the experi- 
mental data is the difference between APDs measured by 
the CCD camera versus microelectrodes at the same po- 
sition. In both model and experiment, APD error increased 
with increasing frame interval (decreasing frame rate). Of 
the three cutoff levels tested, the 50% level had the least 
error. For cutoff levels >50%, the APD error was always 
positive (longer APD when t > 1 msec). 

What are the effects of the Gaussian spatial filter on 
APD? The spatial filter blurs in space, but it also affects 
the duration of the wave over time. In the upper inset of 
Fig. 9, the time plot of the standard movie goes to its 
maximum value in 1 frame. Superimposed is the same 
movie's time series after spatial filtering with a large ker- 
nel (a = 12), now with a sinusoidal "upstroke" (very 
large kernels are required to make this effect noticeable). 
The spatial filter has altered the waveforrn over time; 
clearly, the 90% level is more affected than the 50% level. 
The lower plot of the inset shows the time series of the 
same movie before and after filtering, but with the frame 
rate adjusted to induce a blur of 18 pixels. In this case, the 
effects of the spatial filter are negligible. Therefore the 
effects of the spatial filter are such that (a) increasing the 
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FIGURE 8. Effects of frame rate on APD. 
(Inset) Top: solid curve is from an artifi- 
cial movie created from a digitized �9 
potential at 1 msec frame interval. 
Middle: samples corresponding to 16 
msec frame interval. Bottom: linearly in- 
terpolated 16 msec samples superim- 
posed on the upper action potential. 
Both the computer model (A) and optical 
data (B) show that APD error increases as 
frame interval increases for 50, 70, and 
90% cutoff levels. APD error is the differ- 
ence between the high-resolution and 
low-resolution action potentials (e.g. ,  
traces at bottom of inset). 
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FIGURE 9. Computer model showing effect of the spatial filter 
on APD. APD error from the square wave movie data with 
different amounts of blur and subsequent filtering (or = 2.5). 
Error is defined as the difference between the blurred, filtered 
movies and the unblurred, unfiltered movie. Solid line: total 
APD error from both blur and filter. Dotted line: error from the 
filter. All APDs at the 90% level. (Inset) Top: time series of an 
action potential that reaches maximum value in 1 frame, su- 
perimposed over the same movie data after spatial filtering 
(~r = 12). The spatial filter turns the step edge into a sinusoid. 
(Inset) Bottom: same data (with and without filtering) with a 
blur of 18 pixels. The effect of the filter is dramatically re- 
duced. 

filter size increases APD error and (b) increasing blur 
decreases the filter-induced error. Movies of  the standard 
wave were blurred at different frame intervals, then fil- 
tered with a spatial filter with cr = 2.5. Figure 9 shows the 
total APD error from both blurring and filtering (solid 
line) and the APD error from filtering alone (dotted line) 
after subtracting the blurring error. Only at the smallest 
level of blur (4 pixels) is there any filter-induced APD 
error (-1 msec). Data are shown for the 90% cutoff level 
to exaggerate the error; filter-induced APD error was even 
less at the 50 and 70% levels. Although the spatial filter 
can affect APD, we conclude that, for the range of blur and 
filter sizes used for our data, the effects of the spatial filter 
on APD are negligible. 

Varying amounts of amplitude noise were added to the 
standard movie; APD was calculated at every point in the 
image. For the standard movie the APD maps at 50, 70, 
and 90% levels were uniform over the entire image and 
equal to APDs measured from the time series by hand. 
Noise added to the movie increased the APD error (the 
difference between APDs in the noiseless and the noisy 
movies). Although the average APD of the map computed 
by the algorithm remained correct, the SD of the values 
increased as the level of noise increased (Fig. 10, upper 
plot). Spatial filtering (~r = 2.5) of noisy movies signifi- 
cantly reduced the SD of APD error (Fig. 10, lower plot). 

7 

E 

t'~ 4- 
Q. 

~.. 3- 
0 

1 -  

\ 

(3 1'0 2=0 3'0 410 510 6EO 

Initial SNR 

FIGURE 10. Computer model showing effect of noise on APD. 
Upper plot: Gaussian noise with varying SD was added to 
artificial movies of digitized action potentials. Decreasing 
SNR increased the uncertainty by increasing SD of APD dif- 
ferences, although the average APD value was the same as 
the noise-free movie. Lower plot: spatially filtering (~r = 2.5) 
the same movies decreased the APD error. Initial SNR refers 
to SNR before filtering (i.e.. upper plot). 

Discretizing the amplitude to a small number of levels 
has severe effects on the shape of the waveform over time. 
The inset of Fig. 1 l shows an action potential quantized to 
3 amplitude levels. For a given number of quantization 
levels, there were many different AP profiles, because all 
action potentials within a range of maximum voltages are 
mapped to the same amplitude level. As shown in Fig. 11, 
when the number of quantization levels was decreased, the 
SD of the APD error increased, although the average value 
was zero error. Here again, the spatial filter helps: by 
averaging neighborhood values, it reduces the SD of APD 
error. 
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FIGURE 11. Computer model showing effect of amplitude 
quantization on APD. Using fewer levels to represent the ac- 
tion potential increased the SD of the measured APDs. (Inset) 
Digitized action potential superimposed over the same trace 
represented by 3 quantization levels. 
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DISCUSSION 

Summary 

CCDs collect and integrate incident photons over the 
frame interval, as opposed to sampling the signal. As a 
result, moving objects are blurred. Blur is proportional to 
magnification and the object's velocity, and inversely pro- 
portional to the frame rate of the system. For ideal input 
(e.g., a moving step edge), the wave front may be localized 
with accuracy equal to the spatial resolution of the system. 
We have implemented a CCD optical mapping system 
capable of 60 to 240 Hz frame rates (16.7 to 4.2 msec 
frame intervals). We also developed a computer model of 
temporal integration in the CCD to study the effects of 
frame rate, quantization, noise and filtering on video mov- 
ies of propagating waves. 

Propagating waves were readily visualized in the video 
optical data, with SNRs between 1.5 and 4.4. A spatial 
filter that increased the SNR to 10 usually provided ad- 
equate action potentials for generating isochrone lines and 
APD measurements. The SNRs decreased as magnifica- 
tion or frame rate increased. 

The video optical mapping system proved quite capable 
of generating accurate isochrone maps and determining 
CV. The computer model showed that, individually, blur, 
filtering, and quantization did not affect the ability to lo- 
calize wave fronts. Noise did increase the uncertainty of 
measurements, but this was greatly reduced by application 
of the spatial filter. In the optical data from experiments, 
isochrone lines could be reliably assigned to wave fronts. 
Video optical measures of CV were as reliable as those 
done with a pair of microelectrodes, while additionally 
revealing complex patterns of activation. 

The computer model identified numerous problems in 
accurately assessing APD in a system with low frame rates 
and low SNR. In the model, reducing the frame rate in- 
troduced a systematic error in APD in that cutoff levels at 
or >50% resulted in incorrectly increased APDs. The blur- 
ring induced by the spatial filter introduced a similar sys- 
tematic error, but this effect was negligible when it was 
superimposed on the blurring induced by a low frame rate. 
Increasing noise or decreasing the number of discrete lev- 
els representing the signal amplitude increased the scatter 
and uncertainty of APD values. In experimentally obtained 
data, optical action potentials displayed the same system- 
atic error in APD from slow frame rates when compared 
with microelectrode recordings. 

CV may be accurately determined, because video op- 
tical mapping can distinguish and localize individual wave 
fronts, but the slow frame rates of the present system are 
unable to represent faithfully the details of the action po- 
tential. To capture temporal details of the action potential, 
the sampling rate must be fast enough to represent the 
highest frequency components. Analysis of the power 

spectra of digitized microelectrode recordings by Girouard 
et al. (13) determined that at least a 300 Hz sampling rate 
was necessary to reconstruct accurately the guinea pig 
ventricular action potential. Most of the action potential 
consists of the low-frequency repolarizing tail, which can 
be adequately sampled even with a 60 Hz system. Optical 
analysis of the high-frequency upstroke has typically been 
conducted with sampling rates from 10 to 100 kHz 
(11,25). 

Although determination of accurate APDs from the op- 
tical video data is problematic, useful information may 
still be obtained. In many cases, the difference between 
optical and electrode APDs was 10 msec or less. APD 
error may be minimized by (a) faster frame rates, (b) lower 
magnification, (c) more quantization levels, (d) higher 
SNR, and (e) using the 50% repolarization level. A roving 
microelectrode may be used as a reference to determine 
the APD error for a given trial series. Relative differences 
in APD are evident: APD maps show gradients in APD 
over the entire area of tissue in view. 

A Comparison of Techniques 

Optical monitoring with potentiometric dyes provides 
an alternative to standard electrophysiological techniques 
with many advantages (see Ref. 6 for a review). Multisite 
optical imaging systems fall roughly into three categories: 
photodiode arrays (PDAs), scientific CCD cameras, and 
video CCDs. Both propagation velocity and APD may be 
very accurately measured in optical mapping systems. Us- 
ing a high precision photodiode system, Fast and K16ber 
(11) determined activation times with SD error of 30 msec, 
compared with micropipette recordings. Using a PDA, 
Efimov et al. (9) studied repolarization in whole guinea 
pig hearts. Their measurements of refractory periods were 
valid within 5 msec. Our own video system measured CV 
with an accuracy that was not significantly different from 
simultaneous electrode recordings, although it displayed a 
systematic error in APD measurement that ranged from 5 
to 30 msec. Compared with video CCDs, PDAs (9,11,25) 
have many excellent features: higher SNRs (often >50), 
larger dynamic range (12 or 16 hits), and faster acquisition 
rates (1 to 100 kHz). However, the number of elements in 
PDAs ranges from 3 to several hundred (10), with the 
largest just having just over 1,000 elements (16). The large 
number of sensor elements in CCD arrays  (10 4 to 106) 
permits recordings with high spatial resolution over a large 
area--ideal for analyzing complex wave patterns over sev- 
eral square centimeters. Activation of the tissue is visible 
on the monitor in real time, the field of view may be 
directed to the area of interest, and the magnification and 
frame rate may be quickly adjusted. The direct view of the 
tissue greatly simplifies problems of focusing and adjust- 
ing light levels. Because the recordings are themselves 
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pictures of the tissue, video imaging also provides a direct 
correlation of electrical patterns of activity with the gross 
anatomy of the preparation. It should also be noted that the 
CCD system excels at monitoring regions of slow conduc- 
tion and block, which are precisely the areas of interest in 
many studies of arrhythmias (8), but are also those areas 
where extracellular electrograms are most difficult to in- 
terpret. The type of preparation and phenomena of interest 
will dictate the best recording system: PDAs with high 
temporal and low spatial resolution, or CCDs with low 
temporal and high spatial resolution. 

Scientific CCDs (17) occupy a middle ground between 
PDAs and video CCDs. Their SNRs and dynamic range 
approach those of PDAs, while having a large number of 
recording elements. Their data readout is quite slow, how- 
ever. Scientific cameras are typically used in low light 
circumstances with long accumulation times. They lack a 
separate storage array for frame transfer; thus, a shutter 
must be provided to prevent light from reaching the array 
during readout to avoid smearing. Because data are read 
off the chip at a fixed rate, readout rates may be increased 
by decreasing the number of pixels used (19). To achieve 
frames rates useful for studying arrhythmias, this means 
reducing the number of elements to a few hundred at most, 
in which case the camera resembles a PDA. The future 
will hopefully see cameras with the sensitivity of scien- 
tific-grade CCDs and even higher frame rates than the 
current video standard. The issues of blur and temporal 
resolution of moving objects discussed in this paper will 
continue to be relevant at the faster frame rates, because 
they are due to the integrating nature of CCD sensors. In 
summary, PDAs have high SNRs, dynamic range, and 
temporal resolution, but relatively few pixels. Scientific 
CCDs also possess good SNRs and dynamic range while 
additionally having many pixels, but they have extremely 
slow rates of frame readout. Standard RS-170 CCD cam- 
eras, although having low SNR and only 8-bit dynamic 
range, have large numbers of pixels and frame rates that 
are fast enough for the analysis of cardiac action poten- 
tials. 

CONCLUSIONS 

CCD optical mapping is an excellent tool for studying 
CV and patterns of propagation in cardiac tissue. It has 
been used to study spiral wave reentry (5,23), rate- 
dependent conduction block (1), and wave front curvature 
(3) in thin slices of cardiac tissue, as well as arrhythmic 
activity in the whole rabbit heart (14). In this paper, we 
describe the CCD optical mapping system itself to provide 
a better understanding of its strengths and limitations. Op- 
tical mapping of transmembrane electrical activity in car- 
diac tissue using a CCD video camera is a reliable tech- 
nique for the study of CV and patterns of propagation in 

two dimensions. Measures of APD must be interpreted 
with the caveat that there are systematic errors resulting 
from slow frame rates. CCD mapping additionally permits 
direct correlation between electrical activity and the gross 
anatomy of the preparation. The CCD system described 
here uses a video rate camera capable of detecting action 
potentials in cardiac tissue in a single pass at 4.1 msec 
resolution--a necessity for tracking the nonrepetitive 
events of cardiac arrhythmias. 
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