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Abstract
The theoretical groundwork of the 1930s and 1940s and the technical
advance of computers in the following decades provided the basis for
dramatic increases in human efficiency. While computers continue to
evolve, and we can still expect increasing benefits from their use, the
interface between humans and computers has begun to present a serious
impediment to full realization of the potential payoff. This paper is about
the theoretical and practical possibility that direct communication between
the brain and the computer can be used to overcome this impediment by
improving or augmenting conventional forms of human communication. It
is about the opportunity that the limitations of our body’s input and output
capacities can be overcome using direct interaction with the brain, and it
discusses the assumptions, possible limitations and implications of a
technology that I anticipate will be a major source of pervasive changes in
the coming decades.
(Some figures in this article are in colour only in the electronic version)

1. Introduction

1.1. The communication problem

In their seminal articles Man–Computer Symbiosis [1] and
Augmenting Human Intellect [2], Licklider and Engelbart
highlighted the potential of a symbiotic relationship between
humans and computers. Realizing that people spend most
of their time on what essentially are clerical or mechanical
tasks (i.e. the fundamental information processing bottleneck
at the time they wrote their articles), they envisioned a future
in which humans dynamically interact with computers such
that the human devises the mechanical task to be performed,
and the computer executes that task and presents the human
with the results.

This vision capitalizes on the fundamental differences
between the brain and the computer. The brain uses billions of
cells in a massively parallel organization. Each cell represents
a computing element that operates at low speeds. In contrast, a
computer is comprised of billions of transistors that are mainly
organized for sequential processing. Each transistor represents
a computing element that operates at speeds millions of
times faster than a computing element in the brain. One

could thus say that the brain has a wealth of computational
breadth (i.e., using parallel processing it can convert many
inputs into many outputs) but little computational depth (i.e.
it cannot process a long sequence of commands of a given
algorithm). In contrast, a computer typically executes only
a few algorithms at a time (i.e., it has little computational
breadth), but can execute any particular algorithm at extremely
high speed (i.e. large computational depth) (see figure 1 for
an illustration of this issue). Each of these two approaches to
computation naturally lends itself to different problems. For
example, even two-year old toddlers are highly adept in spatial
navigation, object recognition, motor planning and motor
execution, and typically outperform advanced computers on
these tasks. At the same time, computers are extremely
efficient in computing the most complex functions with razor-
sharp precision in very little time. This duality, and perhaps
trade-off, between computational breadth and computational
depth constitute maybe not the theoretical, but certainly the
practical difference between the brain and the computer.
This difference constitutes a mismatch between these two
systems, which in the end hinders effective interactions. In
the absence of modifying brain function to make them more
similar to computers and of methods to make computers
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Figure 1. The systems problem. The brain can process information
from many different sources in parallel (much computational
breadth (horizontal arrows)), but is fairly slow in processing any
particular algorithm (little computational depth). In contrast, the
computer typically only processes information from few sources
(little computational breadth), but is extremely fast executing any
particular algorithm (much computational depth (vertical arrow)).
In addition, the communication speed between the brain and the
external world (indicated by the thin red communication pipe) is
slow.

operate like human brains, this difference can still be useful.
Donald Norman acknowledges the opportunities of these
complementary approaches [3]:

Machines tend to operate by quite different principles
than the human brain, so the powers and weaknesses
of machines are very different from those of
people. As a result, the two together—the powers
of the machine and the powers of the person—
complement one other, leading to the possibility that
the combination will be more fruitful and powerful
than either alone.

Forty-five years after Licklider and Engelbart articulated
their visions, most of the impediments to a fruitful relationship
with the machine that they described (i.e., largely technical or
economic hurdles) have vanished. In the age of Internet search
engines, vast digital libraries and large-scale mathematical
simulations, we routinely work with computers in a highly
interactive fashion—we devise the task, and the computer
executes it and presents us with the results. Donald Norman
calls this People propose . . . and Technology conforms [3].
Consequently, we have overcome this information processing
bottleneck, that is, computers now perform many of humans’
clerical tasks. However, this reveals the next source of
inefficiency, i.e. a communication bottleneck: while the brain
is fantastic at distilling input and concepts into plans and
the computer’s ability to execute these plans continues to
improve, we are confronted with the increasing difficulty of
communicating these plans with the low speed supported by
our nervous system.1

Based mainly on classic methods developed by Shannon
[5] and Fitts [6], numerous studies have evaluated the

1 This idea is similar to the Theory of Constraints (e.g., [4]) that postulates
that, for example in a manufacturing plant, total system output is limited by
the slowest operation in the process.

communication rates between humans and humans ([7], for
review) and between humans and computers ([8], for review).
These studies indicate that the external information transfer
rates supported by the nervous system (i.e., the rates between
humans and humans, or humans and computers) are very
low and for communication methods (e.g., reading, speaking,
Morse code, eye tracker, mouse or joystick movements) range
from around 1 bit per second to not more than 50 bits s−1

(see figure 2). In addition, many people with certain
neurological conditions (such as amyotrophic lateral sclerosis,
muscular dystrophy, cerebral palsy, or brain stem stroke) are
confined to communication rates that can be even lower. In
contrast, computers cannot only communicate, but also store
and process information at a rate exceeding 1 terabits s−1

[9]. In other words, even discounting the two orders of
magnitude improvement in computing technology that is
predicted by Moore’s law for the next decade, there already
is a 12 orders of magnitude difference between the external
communication capacity of the nervous system and the
external and internal communication and processing capacity
of the computer. Moreover, while our motor system is highly
adept at controlling movement of our limbs, those limbs
have been optimized to address the challenges experienced
by our ancestors, but not necessarily to address the complex
challenges of today. For example, our hands and fingers are
adequate for the manipulation of tools, but not necessarily
optimal for communication.

The context-independent nature of this communication
further impedes communication. Our brain has at its disposal
highly complex semantic relationships that put the input to
the brain into context. However, we need to use syntactic
commands void of any semantics when we communicate to a
computer, which makes communication less efficient [10].

The low communication rate between the brain and
the computer, the constraints of our motor system, and
the communication’s highly syntactic and thus context-
independent nature, constitute the most fundamental
inefficiencies as well as the biggest potential for improvements
in human efficiency on tasks that are constrained by this low
speed and the physical limits of our bodily movements. For
example, a jet pilot might have to execute a number of syntactic
commands in sequence (e.g., turn left and then accelerate),
when it would be more efficient to communicate a semantic
command (e.g., follow a particular target). Human–computer
interaction, an area within computer science, has been aware
of these issues and has engaged in many efforts (such as
context-aware software or the Semantic Web) that attempt
to address them. Because the capacity to represent and relate
information constitutes a major advantage of the brain over the
computer (and we thus cannot easily reproduce these capacities
in a computer), and because these efforts cannot address the
low communication rate of our sensory and motor system,
all current corresponding efforts are thus restricted to merely
alleviate the symptoms of this fundamental communication
problem.

This paper lays out a proposed solution to this problem that
I expect to be realized in the coming decades. The expectation
is that direct communication between the brain and the
computer can overcome the low rate, context independence,
and/or physical constraints imposed on current means of
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Figure 2. Comparison of communication rates between humans and the external world (sources: [7, 8]): (a) speech received auditorily;
(b) speech received visually using lip reading and supplemented by cues; (c) morse code received auditorily; (d) morse code received
through vibrotactile stimulation.

communicating between the brain and the computer. While
this possibility has been contemplated in science fiction
for some time (e.g., [11–18]), many studies over the past
two decades have already demonstrated that non-muscular
communication is possible and can, despite its early stage of
development, already serve useful functions [19]. Thus, this
paper is not science fiction. It is about realistic improvements
to existing technology that will lead to a close and highly
interactive relationship between the brain and the computer,
and about the major implications of these developments.

1.2. Feasibility

As bold as the assertion of direct brain–computer
communication may sound, its implementation, and all the
powerful implications derived from it, merely rests on two
assumptions. First, a direct interaction with the brain requires
understanding of the language of the communication. The
promise of this notion was most eloquently described by
Ramón y Cajal about 100 years ago:

To know the brain is the same thing as knowing
the material course of thought and will, the same
thing as discovering the intimate history of life
in its perpetual duel with eternal forces, a history
summarized and literally engraved in the defensive
nervous coordination of the reflex, the instinct, and
the association of ideas.

Second, it also requires a physical interface that can
communicate the symbols of this language with the requisite
clarity to and from the brain so that they can be understood
the same way as if those symbols originated from within the
brain.

1.2.1. Assumption 1: understanding the language. Many
studies over the past decades have demonstrated that it is
feasible to understand the language of the brain. (For the
purpose of this paper, the term language refers to the set of

brain signals that communicate information. A metaphor
for these brain signals is the term symbols where each
symbol is represented by an electrical, chemical, or metabolic
signature, and is produced by communication primitives such
as action potentials.) With these studies, it has become
increasingly clear that mental faculties can be decomposed into
a multitude of information-processing systems (which Minsky
called agencies [20]) and that brain activity in these systems
can be analyzed or modified to detect and change function
in the associated mental faculties. For example, studies have
shown that it is possible to stimulate motor or sensory areas
to induce particular motor function or sensory perception (i.e.
to communicate from the computer to the brain), and that it is
also possible to analyze brain signals to decode motor function
and sensory perception (i.e. to communicate from the brain to
the computer).

Based solely on the language of the brain and its individual
symbols, it thus appears feasible to interact with the brain
on the basis of the mental faculties realized by these areas,
even with the sensing and decoding technologies in use today.
In other words, this suggests that it should be possible to
decode, or produce, a clear and complete representation of the
actually experienced or imagined visual, auditory, movement,
language, olfactory, tactile, or taste sensations encoded by
the symbols communicated within the brain. Because our
plans can also be described in terms of such features [21–25],
it should be possible to replace or augment the inadequate
communication of an intent from the brain to the computer
by an interpretation of this information, and to replace or
augment the communication of these results back to the brain.
(For the purpose of this paper, intent corresponds to the state
of the brain areas that activate brain areas actually producing a
particular behavior (e.g., executive functions in parietal lobe).)

The language problem can be stated as the task of
determining the symbols (i.e. brain signal features) that
accompany actual or imagined actions or sensations, or
intended plans for action. One should not be distracted
by the dramatic problems that we face understanding how
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brain functions encode semantic relationships and use them
to produce intent. For the purpose of removing the current
communication bottleneck in many tasks, it is sufficient to
understand the brain’s intent and not necessary to understand
the ways in which the brain produces this intent. At the
same time, this limited understanding of brain function will
ultimately limit the possible interactions between the brain
and the computer. These limitations are discussed later in this
paper in section 2.3.

1.2.2. Assumption 2: an adequate interface. An efficient
physical interface between the brain and the computer would
effectively measure and influence the electrical or chemical
properties of the brain cells in proximity to the interface
to measure or induce action potential or neurotransmitter
activity (section 3 later in this paper describes several possible
device technologies). Studies indicate that these different
types of activity have different functions in the nervous
system. Electrical activity in the brain (i.e. action potentials
that are produced by the cell body and communicated
from the cell’s axon to other adjacent neurons) is mainly
responsible for communication and information processing.
Chemical properties typically communicate the results of past
information processing so as to produce changes in the brain
that optimize future processing. For example, increased
neurotransmitter production triggered by increased electrical
activity may start chemical signal cascades that eventually
modify gene function that modify future cell behavior.

The interface problem can be stated as the task of
designing a physical structure that can interact with requisite
speed, safety and sensitivity with the brain using electrical
and/or chemical means. This problem is, while a complex
issue that will require considerable attention, ultimately
an engineering problem with clearly defined mechanical,
electrical, and chemical specifications that can be expected
to be solved.

1.3. Breaking the bottleneck

Breaking the communication bottleneck by adding additional
communication channels from the brain to the computer could
have profound implications on the way we interact with
and benefit from the computer. Additional information may
increase the overall communication rate and thus could provide
a mechanism to increase human efficiency. Alternatively,
augmented awareness about the current state of the brain could
make interaction with computers a more natural experience
that in the end may not differ from the way we interact with and
experience our own body. For example, we might simply focus
attention to an Internet link to follow it rather than producing
complicated motor commands to move and click a mouse, or
we might merely feel that a particular menu selection is not
appropriate rather than having to learn the same by reading
text on a screen. In summary, the processes that transform our
intent into the actions necessary to achieve it could become
simpler if we had better access to the current state of the brain.

The concept of the perfect interface that allows humans to
interact with computers without performing complex arbitrary
procedures has long been a matter of discussion in the
usability community. Donald Norman described this concept
as follows:

A device that knows about its own environment
and that of its user could transparently adapt to the
situation, leading to the idea of the invisible computer
as discussed by Weiser [26]. This in turn is a
step toward a disappearing interface as demanded
by Norman [27].

The following sections review the current state of the
two requirements that are necessary to realize this vision,
i.e., understanding the language of the brain and the physical
interface.

2. The language of the brain

Given a suitable physical interface, one may use two different
languages to communicate with the brain. First, one may
communicate using the same symbols that the brain uses
during its normal function (i.e., decoding information from or
inducing information into the brain). Using this approach, the
communication process between the brain and the computer
could be faster and more efficient (because the brain’s intent
does not have to be translated into motor commands); it could
also augment conventional communication with the context
defined by information derived from the brain (see figure 3).
Second, one may communicate with the brain by establishing
a new mutual language, i.e. by defining a set of symbols that is
not normally used by the brain to communicate information,
or by associating a set of existing symbols with a new
meaning (e.g., associating the amplitude of the mu rhythm in
the electroencephalogram with velocity of cursor movement).
This procedure creates a new communication channel that does
not rely on the brain’s normal output pathways of peripheral
nerves and muscles [19]. Because this option does not involve
our body’s sensory and/or motor systems, it renders the
communication process between the brain and the computer
independent of the constraints of the replaced conventional
system(s), and could thus be useful to people with motor
disabilities, or to people who are otherwise limited by their
body’s communicative abilities (such as surgeons whose eyes
provide them with an inadequate picture and whose hands do
not have the accuracy and degrees of freedom that would allow
them to perform as desired).

2.1. Using the brain’s existing language

2.1.1. Decoding information from the brain. Many studies
over the past decades have demonstrated that information
from sensory or motor systems in the brain can be decoded
to retrieve details about currently perceived sensations and
executed movements, or even about the currently imagined
sensations or movements. Examples have been described in
the somatosensory system, visual system, auditory system,
olfactory system, motor system and language system.

Somatosensory cortex represents a somatotopic map of
particular sensory modalities such as temperature or touch.
This map is commonly referred to as the homunculus model
that was first described by Penfield (see [28]). Stereotypical
stimuli, such as touch of a particular finger, result in specific
activity changes (measured as changes in the frequency of
discharge of neural action potentials) in the corresponding
area of the cortex. Decoding information from these areas in
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Figure 3. The communication process. Semantically rich representations in the brain are translated into syntactic keywords, void any
semantics and encoded into motor actions that are transmitted and detected by a computer. The reverse process takes place in the computer
without restoration of the original semantic relationships.

the brain would give the computer a detailed picture of the
brain’s current actual or imagined sensory experiences.

In the visual system, different areas of cortex represent
the luminosity and color of visual input (i.e. a retinotopic
map). In addition, starting with the work of Hubel and
Wiesel (see [29]), neuronal assemblies have been found to be
responsive to, and thereby encode, complex visual stimuli such
as lines at particular orientations, certain shapes, or even faces
(see [30, 31]). Decoding such information would afford
the computer a comprehensive understanding of perceived
or imagined visual images (e.g. [32]) and their higher-level
semantic properties.

In auditory cortex, areas appear to be mapped to tones
of different frequencies (i.e. a tonotopic map). In addition,
Knudsen and Konishi identified an area in the midbrain of owls
that contain cells (i.e. space-specific neurons) that encode the
particular spatial location of a sound (see [33]). Decoding
information from auditory cortex could thus communicate
to the computer actual or imagined pitch and location
information.

The olfactory system is able to discriminate different
odors. It contains receptors that are preferentially responsive
to particular smells. By measuring responses from assemblies
of cells, many odors can be clearly distinguished [34, 35].

The motor system is very similar to other systems in the
sense that features that are adjacent in a particular feature
domain (e.g., such as position, direction, or velocity of hand
movements) have representations that are spatially adjacent to
each other in cortex. Since at least the late 1960s it has been
known that the firing of motor cortical neurons is correlated
with muscular force and other movement parameters (e.g.
[36–43]). Furthermore, subsequent studies showed that
appropriate decoding algorithms can accurately predict the
position and velocity of limbs [44–48] or eyes [49, 50] in
non-human primates. These studies confirmed a directional
sensitivity of motor cortical neurons that is known as cosine
tuning: cells fire fastest if the direction of limb movement
equals their preferred direction, and fire slowest if the limb
is moved in the opposite direction. Interestingly, a similar
relation has been described between the direction of eye
movements and cell discharge in the paramedian pontine

reticular formation (see [51]), the mesencephalic reticular
formation (see [52]), and the internal medullary lamina of
the thalamus [53]. Moreover, increasing evidence strongly
supports the hypothesis that, as in the systems described
previously, imagined movements have brain signal signatures
that are similar to those associated with actual movements
[32, 54–58]. Furthermore, studies also indicate that particular
parts of cortex not only encode particular aspects of actual or
imagined movements (such as the particular direction of an
actual or imagined hand movement), but also more general
aspects of movement planning (such as the brain’s intent to
move a hand to a particular location prior to translation of
this plan into actual motor commands (e.g. [24])). Using this
information, a computer could execute commands based on
specific or abstract movement plans.

The language system also consists of a number of different
areas with different functional characteristics. For example,
Broca’s area is responsible for the production of spoken
language (i.e. motor programs for controlling speech sounds);
Wernicke’s area is responsible for the comprehension of
language (i.e. the interpretation of spoken and written words);
visual cortex is involved in processing written language; and
motor cortex is responsible for the production of speech
sounds (i.e. for controlling vocal muscles). In addition, there
is recent evidence that even the representation of syllables
and phonemes is encoded in brain signals (see [59, 60]). A
computer could use this information to learn about the spoken
or imagined words produced by the brain.

Finally, the capacity to decode information from the
brain has even been extended into personal experiences
such as sympathy and empathy (e.g. [61, 62], respectively).
Moreover, as mentioned above, it is becoming increasingly
evident that the brain signals that accompany imagined
movements, sensations and feelings are, while smaller, similar
in characteristics to signals that accompany actual movements,
sensations and feelings. This opens the possibility that one
could not only decode or produce actual, but also imagined,
experiences.

In summary, many studies have shown that the activity
in particular mental faculties can be decoded to determine
the nature of actual or imagined movements and sensations.
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These studies have typically analyzed only one mental faculty
in isolation, and many have been conducted in animals for
practicality or safety issues. This prohibits realization of
the promise set forth in this paper. Thus, the challenge at
hand is to remove these practicality and safety issues so that
comprehensive study of a number of faculties simultaneously
becomes possible.

2.1.2. Inducing information into the brain. The same way
that information from the brain can be used to determine
the state of many different agencies in the brain, similar
information could be induced into the brain using the same
understanding of the symbols and the language of the brain’s
internal communication. Even 60 years ago, the eminent
scientist Vannevar Bush, then Director of the Office of
Scientific Research and Development, hypothesized in As We
May Think [63] about such a possibility:

By bone conduction we already introduce sounds into
the nerve channels of the deaf in order that they may
hear. Is it not possible that we may learn to introduce
them without the present cumbersomeness of first
transforming electrical vibrations to mechanical ones,
which the human mechanism promptly transforms
back to the electrical form?

It took until recently for this vision to become reality,
but auditory prostheses are already in widespread use (e.g.
[64]). These prostheses work by introducing into the
auditory nerve ([65] for review) or auditory cortex (e.g. [66])
electrical impulses that encode pitch information similarly to,
albeit currently somewhat cruder than, those encoded by the
electrical impulses produced by a healthy cochlea. Advances
are also made toward interfacing more complex systems, such
as the visual system with the retinal implant [67–70].

In summary, there is no reason to believe that current
systems could not eventually decode or produce sounds or
visual images rivaling in clarity those produced by our own
body apparatus. This could at least be partially achieved
simply by engineering sensor and stimulator devices with
an appropriately large number of electrodes. Given this
development, it also appears feasible and practical to extend
these systems to interact with all movements, sensations and
emotions using a single device. While this possibility opens
up many new avenues for restoration or augmentation of motor
and sensory function, it also raises several ethical issues, which
are outlined in section 6 later in this paper.

2.2. Establishing a new language: brain–computer interfaces

The second option for interacting with the brain is by
establishing a new mutual language, i.e., essentially creating a
new communication channel that does not rely on the brain’s
normal output pathways of peripheral nerves and muscles
[19]. While this new language is based on the same neural
communication primitives (such as action or field potentials)
used by the brain in its internal communication, the symbols
or function of this language may be different. Over the
past two decades, a variety of studies have evaluated this
possibility. They assessed whether brain signals recorded
from the scalp, from the surface of the brain, or from within

the brain could provide new augmentative technology that
does not require muscle control (e.g. [46, 71–82]) (see [19]
for a comprehensive review). These brain–computer interface
(BCI) systems measure specific features of brain activity (i.e.,
the symbols of this communication that are typically mutually
established between the brain and the computer) and translate
them into device control signals.

These studies show that direct communication with
the brain is possible and that, despite its early stage of
development, simple language, and consequently relatively
modest communication rates (i.e., no more than 25 bits min−1

or 0.41 bits s−1 [83]), it might already serve useful purposes
for paralyzed individuals who cannot use conventional
technologies. To people who are locked-in (e.g. by end-
stage amyotrophic lateral sclerosis, brainstem stroke, or severe
polyneuropathy) or lack any useful muscle control (e.g.
due to severe cerebral palsy), a current BCI system could
give the ability to answer simple questions quickly, control
the environment, perform slow word-processing, or even
operate a neuroprosthesis or orthosis [84–86]. While the
communication rate of present BCI systems is modest, it is
almost as fast as certain communication methods (such as the
Morse code) and only two orders of magnitude lower than the
fastest external communication rate supported by our nervous
system (see figure 2).

2.3. Issues and limitations

Direct communication with the brain will eventually be limited
by five issues that relate to the difficulty of establishing the
language of communication.

The first issue relates to the calibration procedure that
determines the symbols of this language. This procedure
utilizes an understanding of the mental faculties to be decoded
(i.e. a reference task such as actual or imagined motor
movements, speech, etc) to establish the relationship between
the reference task and signals from the brain. For example,
current techniques may use linear regression to determine the
linear relationship between particular brain signal features
(such as amplitudes in certain frequency bands at relevant
locations) and a particular output parameter (such as the
direction of hand movement). Thus, this calibration procedure
can only be performed if such a reference exists, and therefore
will be impossible for mental faculties that do not correspond
with measurable actions. This issue has been recognized for
a long time in philosophy where it is known as the reference
problem [87].

The second issue relates to the stability of the brain’s
existing language. The brain is not a static processing unit
but rather undergoes continuous adaptations in response to
external and internal influences. In other words, the particular
symbols that the brain uses to represent and communicate
information can be expected to change over time. This will
require adaptations in the computer and/or more continual
calibration procedures.

The third issue is what could be called the language
identification paradox. Because a strong theoretical basis
(and thus, a mathematical model) for the brain’s internal
communication currently does not exist, any calibration
procedure needs to rely solely on mathematical techniques
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(e.g., machine learning) to establish the relationship between
a reference action and all possible symbols (i.e., brain signal
features). As the number of possible symbols in the language
and the number of reference tasks increase with better sensor
technologies, the determination of this relationship will,
paradoxically, also become more difficult. Thus, with current
mathematical techniques and current understanding of the
brain’s internal communication, this issue will result in an
increasing demand for more data from an increasing number
of reference actions, and hence soon become impractical.
Thus, advances in sensor fidelity will eventually also demand
advances in mathematical techniques (e.g. [88]) and/or better
understanding of the brain’s internal communication.

The fourth issue is that the communication system may
be falsely activated by existing tasks (e.g., actual movements)
that also produce symbols of this language. As an example,
a communication system that is controlled by imagined hand
movements may also be activated by actual hand movements
(which typically produce similar neural signatures). This issue
may limit the utility of this type of communication for control
tasks that would augment (rather than replace) bodily actions.

The fifth and final issue relates to communication that
relies on a new language. Establishing a new language
requires, by definition, mutual adaptation of the brain and
the computer. The more complex the syntax and taxonomy of
the new language, the longer this training process will become.
Practical considerations will eventually limit this time and thus
the complexity of the language.

3. The interface

Efficient communication between the brain and the computer
requires a physical interface that supports rapid bidirectional
communication with a large number of sites in the brain, that
is clinically safe, and that can communicate symbols that are
indistinguishable from the brain’s internal communication.
While there is currently no technique that can satisfy all
of these requirements, several promising avenues for further
research exist. The following three sections describe available
techniques, future developments and potential issues.

3.1. Currently available technologies

A variety of methods for monitoring brain activity currently
exist, and could in principle provide the basis for direct
communication between the brain and the computer.
These include, besides electrophysiological methods
(i.e. electroencephalography (EEG), electrocorticography
(ECoG), or recordings from individual neurons within the
brain), magnetoencephalography (MEG), positron emission
tomography (PET), functional magnetic resonance imaging
(fMRI), and functional near-infrared imaging (fNIR).
However, MEG, PET, fMRI and fNIR are currently
technically demanding and expensive. Furthermore and
more problematically, PET, fMRI and fNIR, which give
a measure of brain activity based on metabolic activity,
have limited temporal resolution and are thus less amenable
to rapid communication. Non-invasive and invasive
electrophysiological methods (i.e. EEG, ECoG and single-
neuron recordings) are at present the only methods that can
measure and in part alter brain activity with the requisite speed.

Non-invasive electrophysiological methods use electrodes
on the scalp to record the electroencephalogram (EEG)
[19, 71–77, 89–94]. EEG is convenient, safe and inexpensive,
but has low spatial resolution [95, 96] and is susceptible to
artifacts from sources outside the brain. Furthermore, non-
invasive methods can typically only be used to measure brain
function (i.e. communicate from the brain) but not directly alter
brain activity (i.e. communicate to the brain).2 In summary,
EEG signals can provide the basis for safe and uni-directional
communication of limited resolution. At present, the degree of
potential improvement in fidelity, in particular those that can
be achieved in relatively uncontrolled situations, is unclear.

Invasive methods use microelectrodes implanted within
the cortex to record single-neuron activity [45, 46, 80, 81,
97–100]. While intracortical microelectrodes can detect or
alter communication between individual brain cells, their
widespread implementation is currently impeded mainly by
the difficulties in maintaining stable long-term recordings
[101, 102], by the substantial technical requirements of single-
neuron recordings, and by the need for intensive continual
expert oversight. In summary, intracortical microelectrodes
combine good signal fidelity with limited practicality. At
present, the degree of potential improvement in practicality
are unclear.

While it may eventually be feasible to use implanted
microelectrodes to record from a large number of individual
neurons practically and safely over long periods, this is
currently (and probably for the foreseeable future) not
possible. This appears to be problematic, because many
scientists have assumed that only action potential or field
potential recordings from small groups of neurons can
accurately reflect detailed aspects of actions (e.g., such as
the direction and speed of hand movements, the position
of individual fingers, or different phonemes in speech).
Recent studies have provided strong evidence that this
notion is not justified; that, in fact, decoding of detailed
aspects of motor or speech function is possible, in humans,
using electrocorticographic (ECoG) signals recorded from the
surface of the brain.

ECoG has higher spatial resolution than EEG (i.e., tenths
of millimeters versus centimeters [95]), broader bandwidth
(i.e. 0–500 Hz [103] versus 0–50 Hz), higher characteristic
amplitude (i.e., 50–100 µV versus 10–20 µV), and far less
vulnerability to artifacts such as EMG [95] or ambient noise.
At the same time, because ECoG does not require penetration
of the cortex, it is likely to have greater long-term stability
[104–107] and to produce less tissue damage and reaction
than intracortical recordings.

Using ECoG, a recently published report [108]
demonstrated that it is possible to decode the position and
velocity of hand movements in humans. More importantly, it
showed that the accuracy of that decoding was comparable to
what has previously been demonstrated only by studies using
intracortical microelectrodes in monkeys. This finding, i.e.,
that field potential activity recorded from the surface of the
brain can be as informative for relevant questions as single-
unit activity recorded from within cortex, is further supported

2 One exception is transcranial magnetic stimulation (TMS), which has low
spatial specificity and can be uncomfortable in its use. Another exception is
biofeedback of brain activity, which can be used to alter behavior.
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by ongoing work [108, 109] that extends these encouraging
findings to finger movements and speech.

In sum, traditional non-invasive and invasive techniques
currently have, and likely for the foreseeable future will
continue to have, issues with robustness, fidelity, and/or
practicality. At the same time, it is reasonable to anticipate
that, with appropriate engineering improvements, ECoG
recordings could combine robustness and fidelity with clinical
practicality.

3.2. Future development

As described above, at present only traditional electrophysio-
logical methods (i.e. EEG, ECoG, and single-neuron record-
ings) have the characteristics and maturity necessary for com-
prehensive investigations in this area. However, a number
of novel sensor technologies that could complement or re-
place these existing techniques are emerging. These emerging
technologies include devices that can measure neurotransmit-
ter release with very high spatial resolution (i.e., 200 µm)
and reasonable temporal resolution (i.e., about one second)
[110]; fine wires that are placed in the brain’s vasculature
[111]; stimulation devices that are based on ultrasound or mi-
crowaves [112–115]; neuronal axons that have been stretched
up to several centimeters, retaining their function [116]; bio-
compatible polymers with penetrating carbon nanotubes [117];
electro-chemical biosensors using nanotubes [118, 119]; ac-
tuated neurotransmitter-based stimulation [120, 121]; optical
stimulation of targeted genetically modified cell types with
millisecond resolution [122]; or harnessed biologically grown
brain cells [123].

It appears entirely plausible that further development and
integration of these techniques may result in a device that may
receive and generate electrical signals and neurotransmitters,
so that in terms of its functional properties it may not be
distinguished from structures in the brain.

3.3. Issues and limitations

In addition to the problems of current devices listed above,
further development of the physical interface will also face
additional issues. That first issue is that, as an increase of
the number of sensors will become progressively practical,
meaningful and economical, the number of wires that have
to be installed to connect the devices to processing units will
also increase. At a large number, wires may become too
voluminous to be practical. Fortunately, this problem is similar
to that in other technical domains, such as in voice or data
networks. The usual solution to this problem is that individual
signals be multiplexed (e.g., in the time or frequency domain),
so that multiple signals can be transmitted using only one
wire. Because the bandwidth of brain signals is low, solving
this problem should only require appropriate adaptation of
existing technology or modest additional development.

The second issue concerns resolution. While an ideal
sensor would derive an accurate electrical and chemical
sample from every cell in the brain, this will most likely
remain impractical. This restriction may ultimately limit the
types of interaction, in particular because it is known that
different types of cortical representation can be interleaved in
neuronal populations within close distances. At the same

time, recent studies have shown that relevant information
is also spatially widely distributed in the cortex (e.g., see
[108, 124] for examples in motor cortex). Other studies have
demonstrated that field potentials, i.e., the spatial summation
of large numbers of neurons, hold information that in relevant
aspects is comparable to that derived by single-unit recordings
[108, 125]. These results indicate that it is possible to acquire
substantial information from the brain without recording from
action potentials.

The third issue relates to the practicality of invasive
procedures. As described above and in section 3.1, there is
strong evidence that detailed information can be acquired from
the brain without its penetration. Furthermore, sensors and
implantation procedures can likely be further optimized, such
that the implant could be placed in a relatively minor surgery
and can provide stable long-term recordings. However, any
surgery will always limit potential users to those that can derive
a substantial benefit from this technology. Because practically
all of the established and novel techniques listed in section 3.2
also require an invasive procedure, this issue may continue to
impede wide-spread dissemination.

4. As we may think

The previous sections described the communication bottleneck
as the fundamental impediment to exploiting the mutual
advantages of the brain and the computer, and illustrated
the two requirements that have to be met in order to break
this bottleneck, i.e. an adequate language and interface.
Subsequent sections will discuss the expected development
and the profound implications of the expected possibilities of
this brain–computer interfacing technology.

4.1. Toward the limit

To further elucidate the limits and the further development of
this novel way to communicate, we may first review what is
possible today and then ask how we might increase the modest
capacities of current brain–computer interfacing technologies.
Current devices have been demonstrated in many studies to
support simple communication. These capacities can be used
by people with or without disabilities to communicate their
wishes to their environment. At the same time, the rate of
this communication is rather low, i.e., typically not more than
25 bits min−1.

To examine how this current modest performance could
be improved, it is illustrative to consult some mathematics:
In Mathematical Theory of Communication [126], Claude
Shannon showed that any noisy communication channel
has a channel capacity measured in bits s−1. Consider a
communication channel of bandwidth B Hz and a signal-to-
noise ratio S

N
. The channel capacity C in bits per second is then

defined as C = B log2

(
1 + S

N

)
. Because the properties of any

communication channel, including the electrical, chemical,
or metabolic ones that are relevant to brain–computer
communication, can be expressed in this form, this formula
can be used to calculate the capacity of any communication
channel between the brain and the computer. In lay terms,
the total information rate thus depends on the clarity of
the transmitted information (i.e., the sensing/stimulation
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Figure 4. Example performance increases that represents advances of many technical developments. These examples illustrate the
exponential growth in the number of transistors in Intel microprocessors (source: http://www.intel.com, blue diamonds) and the total
number of CCD elements in the world’s best telescopes (source: Jim Gray and Alexander S. Szalay [134], red squares).

resolution in a particular domain (e.g., spatial, temporal,
frequency, chemical, etc) and on the amount of noise incurred
at the sensor/stimulator or during transmission) and on the
number of such communication channels.

Hence, I postulate that the communication rate between
the brain and the computer will increase with the number
of mental faculties that can be interacted with and with the
clarity of that interaction. This concept strongly suggests that,
as technologies improve to interact with more areas of the
brain with higher fidelity, the communication rate between
the brain and the computer will also increase. At the same
time, it is not clear which factors will eventually limit this
improvement. The brain contains about 100 billion neurons
(e.g., [127–129]) and the theoretical upper bound for the
information rate was estimated at 300 bits s−1 per neuron
[130, 131]. It was actually measured, in a number of different
brain systems, at about 80 bits s−1 per neuron [132]. These
considerations and measurements suggest a high upper bound
for the information rate. Whatever the true limit, there is no
reason to believe that we should not be able to substantially
increase the communication rate from the current maximum
of 25 bits min−1.

4.2. Expected performance and price development

The radical promise of these novel communication capacities
will remain elusive if they remain a theoretical possibility
rather than a practical reality, and practical reality is
determined by at least two important factors: performance
and price.

Many historic examples in technical history, including
those in sensor and communication technologies, have
exhibited radical and sustained improvements (i.e. 40–60%
performance increase per year, which is often called Moore’s
Law) resulting from adequate research activities. Two of these
examples are illustrated in figure 4, and others in [133]. In
addition, many examples show that typically, the unit cost
of a product declines by typically 20–30% each time the
cumulative output of that product doubles (this is often called
the Law of Experience).
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Figure 5. Expected performance/price development and associated
technology diffusion. Based on historical examples, performance
and price of brain–computer interfacing technologies can be
expected to improve (A). These devices will begin to be adopted by
different user groups as their price and performance make them
attractive to each group (B).

These observations strongly indicate that the performance
(i.e. number and sensitivity) and price of sensors/stimulators
should increase and decrease, respectively (figure 5), assuming
that research activities in this area will continue. Fortunately,
brain–computer interface research has recently experienced
large and accelerating research activities (see figure 6).3

To further examine the possibilities of even today’s
technologies, we may visit an example of a hypothetical
device that can detect one thousand signals with high fidelity.
Such a device could use sensors and electronics patterned
on thin films (which allows economical high channel counts)

3 One practical caveat is that the developments in these other areas were
accompanied by or even required large up-front investments that drove the
price per item (e.g., per transistor, copy of a software program, etc) down to
almost zero, and these large investments are typically only made if the primary
target market is large and accessible within a few years.
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Figure 6. Increasing research activity in brain–computer interface
(BCI) research. This figure illustrates the exploding increase in
research activity (in number of peer-reviewed papers) over the past
15 years. Results are collected from relevant databases and
represent the subset of research activity that studies communication
using a new language (2.2). (∗Values for 2007 are extrapolated.)

and could be placed on the surface of the brain (where
they can detect high-fidelity signals at modest clinical risks
[79]). Such patterned CMOS electronics have recently
been described and used in a number of studies (e.g. [135–
139]). A small thin film could contain electronics to realize
amplification, analog-to-digital conversion, and extraction and
wireless transmission of signal features. These signal features
could be received by an external computer and converted
into device commands (such as the many examples of current
brain–computer interfacing technology illustrates). Because
even a full-fledged microprocessor with dramatically more
transistors can be designed to use only about 1 W of power
(e.g. [140]), we may use this figure as an upper bound for the
necessary power consumption. Rechargeable and implantable
lithium–ion batteries already exist that could support almost
one full day of operation for such a device away from a
charging station (e.g., [141]). The features that are extracted
by the electronics may be transmitted to an external computer
over a Bluetooth-based wireless link. Class 2 Bluetooth
devices consume about 2.5 mW, have a range of about 10
m, and can transmit up to 125 KB s−1 (see [142, 143]).
(The recently announced Bluetooth 2.0 standard already
provides 3–10 times that bandwidth.) At 1000 channels
and 2 bytes per sample, this device could transmit 60 signal
samples or signal features per channel per second (without
any data compression), which is sufficient to support rapid
communication.

In summary, a device that can detect large numbers of
brain signals with high fidelity could be created using current
technology given adequate funds; and clearly, the performance
and price of this hypothetical device can be expected to
dramatically improve over time. In consequence, there is
every reason to believe that rapid communication between the
brain and the computer is not only a theoretical possibility, but
will also become technically possible and practical. Given this
expectation, we may begin to elucidate the expected impact of
this new technology.

4.3. Expected adoption and impact of brain–computer
interfacing technology

As any other innovation, brain–computer interfacing
technology will begin to be adopted once its value to an
individual exceeds the cost to that individual. As the
improvements in performance and price described above, this
adoption or technology diffusion process has been observed
and described for many different innovations [144]. Typically,
it only takes a modest amount of time until 50% of the
market has adopted the new technology, and complete market
penetration is achieved after twice that time [144]. For
example, using data from radio, television, VHS recorders,
cable and satellite TV, DVD players, the Internet and wireless
phones, a recent article [145] calculated that it only took an
average of 13 years to achieve 50% market penetration. These
examples suggest that brain–computer interfacing technology
might also be adopted, at least by particular user groups,
over a relatively short period of time. I anticipate that this
process will eventually proceed in mainly three groups of users
(figure 5). Each of these three different user groups will begin
to benefit from this new communication capacity as its price
and performance improve to a certain point.

With relatively modest improvements, brain–computer
interfacing technology will become a practical and safe, albeit
simple and slow, communication aid. It will thus soon
become of interest to the first group of adopters: handicapped
individuals who are currently limited for essentially all tasks
by their limited communication capacity. For these people,
even the modest rates of communication that will initially be
achieved should dramatically improve quality of life.

With further improvements, technology will improve
such that it rivals or exceeds some of the conventional
human capacities. The second group that I expect to benefit
from improved communication abilities are thus healthy
individuals for whom communication is currently a pressing
and limiting issue in many of their tasks. For example, limited
communication input and output capacity is a serious issue
for soldiers in combat. (In absence of the ability to increase
these capacities of the brain, the military is currently trying to
optimize this communication given our body’s constraints.)
In consequence, as soon as communication rates between
the brain and the computer start to rival those that can
currently be achieved with our sensory and motor systems,
I expect that this group of users will begin to adopt this new
technology.

If it becomes possible to design an (ideally non-invasive)
interface (see section 3.3) that can support high performance at
an affordable price, brain–computer interfacing technologies
will become of interest to the third group of users—most
other members of society—that could use these technologies
for a wide variety of purposes. At the same time, this
new communication capacity will constitute a radical and
disruptive innovation that will not be immediately compatible
with existing practice and that will evoke change in many
complementary processes. It will thus take some time, perhaps
a few decades, until this technology has been fully integrated
in human societies [144, 146, 147].

In summary, I expect that, as performance increases and
price decreases, brain–computer interfacing technology will
become beneficial to an increasing number of individuals,
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that the direct and indirect effects of its use will become
increasingly pervasive, and that the implications on individuals
and society will grow in parallel. I thus anticipate that this
development of brain–computer interfacing technology will
in many ways mirror the development of computers (that
addressed the previous bottleneck in human productivity)
and of other general-purpose technologies (GPTs) [148].
GPTs have been found to have a wide variety of major
effects on private and social performance [149]. For
example, information technology and the Internet have wide
applications and productivity-enhancing effects in numerous
downstream sectors with high social rates of return that
often exceed private rates of return [150, 151], and their
dissemination is having a sustained, long-lasting impact
on productivity and economic growth. Brain–computer
interfacing technology can thus be expected to have a similar
profound impact not only on individual, but also on societal
performance.

5. Brain-computer symbiosis

To illustrate the anticipated impact of brain–computer
interfacing technology, let us visit examples of their
applications to the three user groups listed above.

The physically handicapped will primarily benefit from
restoration of function. I anticipate that this restoration
will initially mainly concern simple communication and
control functions and eventually extend into full restoration
of movement capacities using existing or artificial limbs.
Because there are about 225 000–290 000 individuals with
spinal cord injury in the US alone who would benefit
tremendously from restored capacities, I anticipate that
the commercial application of brain–computer interfacing
technology will become a significant driver of progress once
system performance improves to the point at which it becomes
interesting to this large group of individuals.

As system performance increases further, individuals who
are often limited by their communication capacity could
benefit from this technology in a number of ways. First,
direct communication from the brain could entirely eliminate
the roughly 100 ms delay that is currently introduced by our
nerves and muscles. Second, direct communication from the
brain could practically eliminate the constraints imposed by
the movement capacities supported by our limbs. Specifically,
rather than optimizing interfaces to the static capacities of
our body, we could optimize the whole system, human and
computer. For example, imagine a jet pilot who currently has
to deal with many controls for the many degrees of freedom the
airplane supports. Because the number of degrees of freedom
of the airplane exceeds the degrees of freedom of our motor
system (or at least is very inadequately matched to it), the
jet pilot might have to operate specific functions in sequence
rather than in parallel. Using direct communication from the
brain, the degrees of freedom that the pilot can support could
be matched to the degrees of freedom of the airplane, which
would transform the airplane from an external tool to a direct
extension of the pilot’s nervous system, in which different
areas of the pilot’s motor system would be responsible for
controlling movements of the airplane rather than movements
of the pilot’s limbs. In addition, sensors in the plane could

be connected to the brain’s sensory areas such that these
measurements can provide the pilot with information about
the current state of the plane, much in the same way that our
bodily sensors provide us with comprehensive information
about the state of our body.

In summary, I anticipate that for these first two groups of
users there will be many applications that will prove beneficial
and thus will be commercially attractive. At the same time,
the full potential of direct brain-to-computer communication
will only be realized when this technology can benefit most
members of society. As soon as interfaces can be built that can
interface safely, economically and concurrently with most of
the major systems in the brain, many applications will emerge
that will augment our senses and our communication capacities
with others and with computers. It will be then that enhanced
communication capacities will pervade the fabric of society
with a multitude of side effects on many other technologies
and processes.

6. Ethical issues

The previous sections outlined the potential benefits of brain–
computer interfacing technology. Similar to any other type of
technology, these potential benefits also come with inherent
ethical concerns (see [152, 153]), which mainly include issues
of privacy and liability. These two concerns are described in
the following paragraphs.

The first concern relates to privacy. The state of our brain
normally expresses itself almost exclusively only through our
actions, and it avails itself for modification only through our
senses. As described in section 2.1.1, direct assessment of the
state of different systems in our brain could be used to add
context to existing communication, and thus be beneficial. At
the same time, this assessment necessarily has to be processed
by a computer. This raises privacy concerns, because this
information may not be securely stored and thus accessible
to third parties. Furthermore, as described in section 2.1.2,
the capacity to induce information into the brain may provide
us with the ability to base our actions on a better assessment
of the environment. Because this information is provided
by a computer, it could be accessed and modified by third
parties, which may allow them to influence our actions.
As alarming as this may sound, several existing techniques
(e.g., subliminal advertising, brainwashing strategies, etc) are
specifically designed to effectively modify behavior. Just as
society has responded to these techniques (e.g., by banning
subliminal advertising) or to other issues of privacy (e.g., by
creating privacy regulations (such as HIPAA in the United
States)), society will have to establish necessary guidelines for
responsible use of this new technology.

The second concern is liability. Most people would agree
that, under normal circumstances, we are fully responsible
for our actions. However, if our intent was effected by a
brain–computer interface, incorrect actions may be produced
simply by incorrect detection of correct intent. In this case,
who would be liable for potential damages: the provider
of the detection algorithm or the individual? How would
one even determine that our intent was incorrectly detected?
Alternatively, a brain–computer interface could be configured
to utilize commands from executive functions before they are

P11



Perspective

being screened by the brain’s validation processes. Thus,
an intent that under normal circumstances would not have
been acted on may be effected when using a brain–computer
interface. In this case, detection of the temporary intent could
be correct, but the action would still be undesirable. In both
of these scenarios, this problem progressively increases with
increasing communication speed. For example, when a user
utilizes a word processor by controlling a cursor toward the
desired letter, incorrect movements could be detected using
visual feedback, and thus may be corrected. This ability for
correction decreases with increasing selection speed.

7. Conclusions and recommendations

This paper discussed the promise that interactions with the
brain could improve or augment conventional forms of human
communication. To many, the vision presented here will be as
utopian as JCR Licklider’s and Doug Engelbart’s predictions
about the significant utility of computers almost 50 years
ago. However, the foundations of technical innovation and
economics that drove this development have not changed.
Because the present vision depends largely on technological
improvements rather than on hopeful speculation, and because
its realization is subject to the same forces that have governed
the course of many previous technical developments, it is, in
the end, a logical step in our own evolution. The hope is that
the resulting partnership of the brain and the computer will
be able to think, act and feel in ways that humans have never
thought, acted and felt before.

While this paper (in sections 2.3 and 3.3) discusses
several issues that need to be overcome, the currently biggest
limitations are the fidelity, practicality and/or safety issues of
available sensors. Thus, many of the promises described in
this paper could be realized with better sensors. The design
of such an improved sensor will require full appreciation
of the problem at hand, which is to design a system
that can accurately, practically and safely interact with the
brain over extended periods, and that can use this capacity
to communicate beneficial information between the brain
and the computer. This demands an integrated approach
dedicated to providing people with improved brain-based
communication and control options as opposed to isolated
efforts in neuroscience, engineering, or signal processing.
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[92] Kübler A, Nijboer F, Mellinger J, Vaughan T M, Pawelzik H,
Schalk G, McFarland D J, Birbaumer N and Wolpaw J R
2005 Patients with ALS can use sensorimotor rhythms to
operate a brain-computer interface Neurology 64 1775–7

[93] Vaughan T M, McFarland D J, Schalk G, Sarnacki W A,
Krusienski D J, Sellers E W and Wolpaw J R 2006 The
Wadsworth BCI research and development program: at
home with BCI IEEE Trans. Neural Syst. Rehabil. Eng.
14 229–33

[94] Müller K R and Blankertz B 2006 Toward noninvasive
brain-computer interfaces IEEE Signal Process. Mag.
23 126–8

[95] Freeman W J, Holmes M D, Burke B C and Vanhatalo S 2003
Spatial spectra of scalp EEG and EMG from awake humans
Clin. Neurophysiol. 114 1053–68

[96] Srinivasan R, Nunez P L and Silberstein R B 1998 Spatial
filtering and neocortical dynamics: estimates of EEG
coherence IEEE Trans. Biomed. Eng. 45 814–26

[97] Fetz E E and Finocchio D V 1971 Operant conditioning of
specific patterns of neural and muscular activity Science
174 431–5

[98] Kennedy P R and Bakay R A 1998 Restoration of neural
output from a paralyzed patient by a direct brain connection
Neuroreport 9 1707–11

[99] Wessberg J, Stambaugh C R, Kralik J D, Beck P D,
Laubach M, Chapin J K, Kim J, Biggs S J, Srinivasan M A
and Nicolelis M A 2000 Real-time prediction of hand
trajectory by ensembles of cortical neurons in primates
Nature 408 361–5

[100] Hochberg L R, Serruya M D, Friehs G M, Mukand J A,
Saleh M, Caplan A H, Branner A, Chen D, Penn R D and
Donoghue J P 2006 Neuronal ensemble control of
prosthetic devices by a human with tetraplegia Nature
442 164–71

[101] Shain W, Spataro L, Dilgen J, Haverstick K, Retterer S,
Isaacson M, Satzman M and Turner J N 2003 Controlling
cellular reactive responses around neural prosthetic devices
using peripheral and local intervention strategies IEEE
Trans Neural Syst. Rehabil. Eng. 11 186–8

[102] Donoghue J P, Nurmikko A, Friehs G and Black M 2004
Development of neuromotor prostheses for humans Suppl.
Clin. Neurophysiol. 57 592–606

[103] Staba R J, Wilson C L, Bragin A, Fried I and Engel J 2002
Quantitative analysis of high-frequency oscillations
(80–500 Hz) recorded in human epileptic hippocampus and
entorhinal cortex J. Neurophysiol. 88 1743–52

[104] Loeb G E, Walker A E, Uematsu S and Konigsmark B W
1977 Histological reaction to various conductive and
dielectric films chronically implanted in the subdural space
J. Biomed. Mater. Res. 11 195–210

[105] Bullara L A, Agnew W F, Yuen T G, Jacques S and
Pudenz R H 1979 Evaluation of electrode array material for
neural prostheses Neurosurgery 5 681–6

[106] Yuen T G, Agnew W F and Bullara L A 1987 Tissue response
to potential neuroprosthetic materials implanted subdurally
Biomaterials 8 138–41

[107] Margalit E et al 2003 Visual and electrical evoked response
recorded from subdural electrodes implanted above the
visual cortex in normal dogs under two methods of
anesthesia J. Neurosci. Methods 123 129–37

[108] Schalk G, Kubanek J, Miller K J, Anderson N R,
Leuthardt E C, Ojemann J G, Limbrick D, Moran D W,
Gerhardt L A and Wolpaw J R 2007 Decoding
two-dimensional movement trajectories using
electrocorticographic signals in humans J. Neural Eng.
4 264–75

[109] Kubanek J, Miller K J, Ojemann J G, Wolpaw J R and
Schalk G 2007 Decoding finger movements from
electrocorticographic signals (ECoG) in humans Program
No. 414.10. 2007 Abstract Viewer/Itinerary Planner
(Washington, DC: Society for Neuroscience, Online)

[110] Burmeister J J, Pomerleau F, Palmer M, Day B K, Huettl P
and Gerhardt G A 2002 Improved ceramic-based multisite
microelectrode for rapid measurements of l-glutamate in the
CNS J. Neurosci. Methods 119 163–71

[111] Jones W D 2005 Fiber to the brain—polymer nanowires
threaded through the bloodstream may be a practical way to
enter the cranium.
http://www.spectrum.ieee.org/oct05/1910

[112] Edrich J and Zhang T 1993 Ultrasonically focused
neuromagnetic stimulation Proc. Annu. Conf. Eng. Med.
Biol. 15 1253–4

[113] Field A S, Ginsburg K and Lin J C 1993 The effect of pulsed
microwaves on passive electrical properties and interspike
intervals of snail neurons Bioelectromagnetics
14 503–20

[114] Dalecki D, Child S Z, Raeman C H and Carstensen E L 1995
Tactile perception of ultrasound J. Acoust. Soc. Am.
97 3165–70

[115] Gavrilov L R, Tsirulnikov E M and Davies I A 1996
Application of focused ultrasound for the stimulation of
neural structures Ultrasound Med. Biol.
22 179–92

P14

http://dx.doi.org/10.1007/s002210050617
http://dx.doi.org/10.1109/86.847815
http://dx.doi.org/10.1088/1741-2560/1/2/001
http://dx.doi.org/10.1126/science.1070291
http://dx.doi.org/10.1038/416141a
http://dx.doi.org/10.1371/journal.pbio.0000042
http://dx.doi.org/10.1109/TRE.2000.847807
http://dx.doi.org/10.1109/86.847823
http://dx.doi.org/10.1016/S0304-3940(00)01471-3
http://dx.doi.org/10.1037/0033-2909.127.3.358
http://dx.doi.org/10.1016/0013-4694(80)90265-5
http://dx.doi.org/10.1073/pnas.0403504101
http://dx.doi.org/10.1212/01.WNL.0000158616.43002.6D
http://dx.doi.org/10.1109/TNSRE.2006.875577
http://dx.doi.org/10.1109/MSP.2006.1628889
http://dx.doi.org/10.1016/S1388-2457(03)00045-2
http://dx.doi.org/10.1109/10.686789
http://dx.doi.org/10.1126/science.174.4007.431
http://dx.doi.org/10.1097/00001756-199806010-00007
http://dx.doi.org/10.1038/35042582
http://dx.doi.org/10.1038/nature04970
http://dx.doi.org/10.1109/TNSRE.2003.814800
http://dx.doi.org/10.1002/jbm.820110206
http://dx.doi.org/10.1097/00006123-197912000-00006
http://dx.doi.org/10.1016/0142-9612(87)90103-7
http://dx.doi.org/10.1016/S0165-0270(02)00345-X
http://dx.doi.org/10.1088/1741-2560/4/3/012
http://dx.doi.org/10.1016/S0165-0270(02)00172-3
http://www.spectrum.ieee.org/oct05/1910
http://dx.doi.org/10.1109/IEMBS.1993.979121
http://dx.doi.org/10.1002/bem.2250140603
http://dx.doi.org/10.1121/1.411877
http://dx.doi.org/10.1016/0301-5629(96)83782-3


Perspective

[116] Pfister B J, Iwata A, Meaney D F and Smith D H 2004
Extreme stretch growth of integrated axons J. Neurosci.
24 7978–83

[117] Loftus D J, Leng T and Fishman H 2004 Retinal light
processing using carbon nanotubes US patent 6,755,530

[118] Kong J, Franklin N R, Zhou C, Chapline M G, Peng S, Cho K
and Dai H 2000 Nanotube molecular wires as chemical
sensors Science 287 622–5

[119] Mendoza E, Borowiak-Palen E, Sharpe K and de Silva S G M
2005 Multiwalled carbon nanotubes as platforms for the
design of biosensors NSTI-Nanotech 1 426–9

[120] Peterman M C, Noolandi J, Blumenkranz M S and
Fishman H A 2004 Localized chemical release from an
artificial synapse chip Proc. Natl Acad. Sci. USA
101 9951–4

[121] Peterman M C, Mehenti N Z, Bilbao K V, Lee C J, Leng T,
Noolandi J, Bent S F, Blumenkranz M S and Fishman H A
2003 The artificial synapse chip: a flexible retinal interface
based on directed retinal cell growth and neurotransmitter
stimulation Artif. Organs 27 975–85

[122] Aravanis A M, Wang L P, Zhang F, Meltzer L A, Mogri M Z,
Schneider M B and Deisseroth K 2007 An optical neural
interface: in vivo control of rodent motor cortex with
integrated fiberoptic and optogenetic technology J. Neural.
Eng. 4 143–56

[123] James C D, Spence A J, Dowell-Mesfin N M, Hussain R J,
Smith K L, Craighead H G, Isaacson M S, Shain W and
Turner J N 2004 Extracellular recordings from patterned
neuronal networks using planar microelectrode arrays IEEE
Trans. Biomed. Eng. 51 1640–8

[124] Davidson P R and Wolpert D M 2005 Widespread access to
predictive models in the motor system: a short review
J. Neural Eng. 2 313–9

[125] Pesaran B, Pezaris J S, Sahani M, Mitra P P and
Andersen R A 2002 Temporal structure in neuronal activity
during working memory in macaque parietal cortex Nature
Neurosci. 5 805–11

[126] Shannon C E and Weaver W 1964 The Mathematical Theory
of Communication (Urbana: University of Illinois
Press)

[127] The Editors of Scientific American 1999 The Scientific
American Book of the Brain vol 3 (New York: Scientific
American)

[128] Wade N (ed) 1998 The Science Times Book of the Brain
vol 150 (New York: The Lyons Press)

[129] Katz L M and Chang A (eds) 2005 Magill’s Medical Guide
(Pasadena, CA: Salem Press)

[130] Rieke F, Warland D, deRuytervanStevenick R and Bialek W
1999 Spikes: Exploring the Neural Code (Cambridge, MA:
MIT Press)

[131] Eliasmith C 2000 Is the brain analog or digital? Cogn.
Sci. Q. 1

[132] Borst A and Theunissen F E 1999 Information theory and
neural coding Nature Neurosci. 2 947–57

[133] Kurzweil R 2005 The Singularity Is Near: When Humans
Transcend Biology (New York: Viking Adult)

[134] Gray J and Szalay A S 2005 Where the rubber meets the sky,
giving access to science data.
http://research.microsoft.com/˜Gray

[135] Gleskova H and Wagner S 2003 Fabrication of thin-film
transistors on polyimide foils Polymides and Other High
Temperature Polymers: Synthesis, Characterization and
Applications vol 2, ed K L Mittal (The Netherlands:
Utrecht) pp 459–65

[136] Lacour S P, Huang Z, Suo Z and Wagner S 2003 Stretchable
gold conductors on elastomeric substrates Appl. Phys. Lett.
82 2404–6

[137] Wagner S and Gleskova H 2002 Silicon thin-film transistors
on flexible foil substrates Digest of Technical Papers,
Korean Information and Display Society (Seoul)
pp 263–7

[138] Sturm J C, Hsu P I, Huang M, Gleskova H, Miller S,
Darhuber A, Wagner S, Suo Z and Troian S 2001
Technologies for large-area electronics on deformable
substrates ULSI Process Integration II ed C L Claeys,
F Gonzales, J Murota and K Saraswat (Proc. Electrochem.
Soc. 2001-2) pp 506–17

[139] Wagner S, Gleskova H, Cheng I-C and Wu M 2002 Thin-film
transistors and flexible electronics Growth,
Characterization and Electronic Applications of S-based
Thin Films ed R B Bergmann (Trivandrum) Research
Signpost, pp 1–14

[140] Transmeta, Inc. 2001 Crusoe processor model tm5800
features. http://www.charmed.com/PDF/TM5800.pdf

[141] Honda H, Shiba K, Shu E, Koshiji K, Murai T, Yana J,
Masuzawa T, Tatsumi E, Taenaka Y and Takano H 1997
Study on lithium-ion secondary battery for implantable
artificial heart Proc. IEEE/EMBS pp 2315–7

[142] Forret P 2007 Bandwidth chart,
http://web.forret.com/tools/bandwidth chart.asp

[143] Wikipedia 2007 List of device bandwidths,
http://en.wikipedia.org/wiki/List of device bandwidths

[144] Rogers E M 2003 Diffusion of Innovations (New York: Free
Press)

[145] Lawrence S 2005 Digital media make their mark Technology
Review Magazine

[146] Griliches Z 1957 Hybrid corn: an exploration in the
economics of technological change Econometrica
25 501–22

[147] Mansfield E 1968 Industrial Research and Technological
Innovation (New York: Norton)

[148] Helpman E (ed) 1998 General Purpose Technologies and
Economic Growth (Cambridge, MA: MIT Press)

[149] Indjikian R and Siegel D 2005 The impact of investment in
IT on economic performance: implications for developing
countries World Dev. 33 681–700

[150] Mansfield E, Rapoport J, Romeo A, Wagner S and
Beardsley G 1977 Social and private rates of return from
industrial innovations Q. J. Econ. 91 221–40

[151] Tewksbury J G, Crandall M S and Crane W E 1980
Measuring the societal benefits of innovation Science
209 658–62

[152] Clausen J 2006 Ethical aspects of brain-computer interfacing
in neuronal motor prostheses Int. Rev. Inf. Ethics 5 26–32

[153] Merkel R, Boer G, Fegert J, Galert T, Hartmann D, Nuttin B
and Rosahl S 2007 Intervening in the brain: changing
psyche and society Ethics of Science and Technology
Assessment vol 29 (Heidelberg: Springer)

P15

http://dx.doi.org/10.1523/JNEUROSCI.1974-04.2004
http://dx.doi.org/10.1126/science.287.5453.622
http://dx.doi.org/10.1073/pnas.0402089101
http://dx.doi.org/10.1046/j.1525-1594.2003.07307.x
http://dx.doi.org/10.1088/1741-2560/4/3/S02
http://dx.doi.org/10.1109/TBME.2004.827252
http://dx.doi.org/10.1088/1741-2560/2/3/S11
http://dx.doi.org/10.1038/nn890
http://dx.doi.org/10.1038/14731
http://research.microsoft.com/$sim $Gray
http://dx.doi.org/10.1063/1.1565683
http://www.charmed.com/PDF/TM5800.pdf
http://web.forret.com/tools/bandwidth_chart.asp
http://en.wikipedia.org/wiki/List_of_device_bandwidths
http://dx.doi.org/10.2307/1905380
http://dx.doi.org/10.1016/j.worlddev.2005.01.004
http://dx.doi.org/10.2307/1885415
http://dx.doi.org/10.1126/science.209.4457.658

	1. Introduction
	1.1. The communication problem
	1.2. Feasibility
	1.3. Breaking the bottleneck

	2. The language of the brain
	2.1. Using the brain's existing language
	2.2. Establishing a new language: brain--computer interfaces
	2.3. Issues and limitations

	3. The interface
	3.1. Currently available technologies
	3.2. Future development
	3.3. Issues and limitations

	4. As we may think
	4.1. Toward the limit
	4.2. Expected performance and price development
	4.3. Expected adoption and impact of brain--computer interfacing technology

	5. Brain-computer symbiosis
	6. Ethical issues
	7. Conclusions and recommendations
	Acknowledgments
	References

